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Abstract

Purpose: To reconstruct artifact-free images from measured k-space data, when the actual k-space tra-
jectory deviates from the nominal trajectory due to gradient imperfections.

Methods: Trajectory errors arising from eddy currents and gradient delays introduce phase inconsis-
tencies in several fast scanning MR pulse sequences, resulting in image artifacts. The proposed algorithm
provides a novel framework to compensate for this phase distortion. The algorithm relies on the construc-
tion of a multi-block Hankel matrix, where each block is constructed from k-space segments with the same
phase distortion. In the presence of spatially smooth phase distortions between the segments, the complete
block-Hankel matrix is known to be highly low-rank. Since each k-space segment is only acquiring part of
the k-space data, the reconstruction of the phase compensated image from their partially parallel measure-
ments is posed as a structured low-rank matrix optimization problem, assuming the coil sensitivities to be
known.

Results: The proposed formulation is tested on radial acquisitions in several settings including partial
Fourier and golden-angle acquisitions. The experiments demonstrate the ability of the algorithm to suc-
cessfully remove the artifacts arising from the trajectory errors, without the need for trajectory or phase
calibration. The quality of the reconstruction was comparable to corrections achieved using the Trajectory
Auto-Corrected Image Reconstruction (TrACR) for radial acquisitions.

Conclusion: The proposed method provides a general framework for the recovery of artifact-free images

from radial trajectories without the need for trajectory calibration.

Keywords: trajectory correction, annihilating filter, calibration-free, radial, EPI, MUSSELS, structured

low rank



INTRODUCTION

Several different k-space sampling strategies, each with unique benefits, are used in MRI. Echo-planar imag-
ing (EPI) trajectories that scans the k-space in a single sweep, is routinely used in high temporal sampling
applications such as functional MRI and diffusion MRI(1-3). Likewise, radial schemes, that sample the k-
space center during each projection is ideally suited for accelerated imaging (4). Center-out radial methods
with their short read-outs has enabled zero echo-time applications such as lung and sodium imaging (35, [6).
Despite their benefits, a key problem that affects the performance of the above fast-scan methods is gradient
fluctuations. Several hardware imperfections exist in the MR system that limit the exact realization of a
prescribed gradient waveform on the MR hardware. Among these, eddy currents and gradient timing delays
are understood as the leading source of gradient fluctuations (7, |§). The gradient fluctuations result in the
actual k-space encoding to be different from the expected trajectory leading to reconstruction errors. The
manifestation of the artifacts in the images will vary based upon the trajectory (9).

The classical approach to compensate for the trajectory errors is to measure the deviated k-space tra-
jectory either using specialized hardwares (10) or employing calibration scans (11)). The calibration-based
methods have been proposed for radial (12) and EPI trajectory correction (13). However, these methods
are not effective in dealing with temporal variations of the trajectory arising from gradient heating. Sub-
ject motion between the calibration scans and the imaging experiment can also lead to poor corrections.
Self-calibrating trajectory correction methods are immune to these problems.

Self-calibrating methods based on iterative phase cycling were originally introduced for EPI (14-16) and
later extended to radial acquisitions (17,(18). The EPI phase cycling methods reconstruct a series of images
using different choices of phase errors between the odd and even lines and the phase which minimized some
criteria was used in the final reconstruction. Likewise, Deshmane et al. (17) iteratively shift the radial data
until it maximizes the root sum-of-squares (SOS) DC signal of each individual projection, while Wech et
al. (18) iteratively shift the radial trajectory in a direction that provides the best data fit. Recently, these
methods were generalized by an optimization scheme for multiple trajectories; this approach relies on a
basis expansion for eddy current and gradient non-linearities, along with a gradient descent optimization
of the trajectory parameters (10). A challenge with the above approach is the non-quadratic nature of
the optimization scheme, associated with the need for careful initialization of the parameters to ensure
convergence.

Recently, we proposed a self-calibrating Nyquist ghost correction strategy for EPI reconstruction (19,
20). Here, we recovered the missing k-space samples in the odd and the even blocks after the odd and the

even lines of the EPI k-space were separated from each other. The images corresponding to the odd/even



datasets differ only by a phase error, induced by the k-space shifts. We observed that these phase rela-
tions manifest as annihilation conditions which enabled the formulation of a block-Hankel matrix, created
from these datasets, that is heavily low-rank. We rely on Hankel structured low-rank matrix completion
(SLRMC) to fill in the missing entries in the datasets. This phase-compensating reconstruction is termed as
MUSSELS(19, 21)). In the current work, we generalize the above idea to trajectories beyond EPI. We show
the applicability of the method for correction of trajectory errors in multiple radial-based acquisitions where
we do not know the trajectory shifts a priori. A preliminary account of this work was presented at the 2017

ISMRM (22).

METHODS

Modeling of trajectory errors as phase modulations

Gradient fluctuations arising from hardware imperfections result in trajectory shifts in several acquisi-
tions. The proposed method is based on the idea that, in many cases, the effect of k-space shifts can be
modeled as phase modulations in the data. Let us denote the ideal image that is not affected by trajectory
errors and its k-space data by p(r) and p [Kk] respectively for an arbitrary trajectory; r and k being the spatial
and k-space position index vectors. In the presence of trajectory errors, the k-space lines of p [k] will be
shifted by various amounts. We propose that the shifted k-space data can be segmented into N segments,

where the data in each segment has the same shift.
Lkl =pk+Ak], i=1:N. [1]

Here, Ak;; i = 1 : N denote the discrete shifts of each segment. An illustration with (N=) 4 different shifts
affecting the k-space lines of p [K] is provided in Figure la and our proposed splitting is illustrated in Figure
1b. Note that each of the segments are not fully sampled in k-space. If they were fully sampled, we can
recover the images [;(r);i = 1,..N by simply taking the inverse Fourier transform of the full k-space data
as:

Lr)=F YLK} =F Ypk+ Ak } = p(r)e’>™ ki vi=1: N, 2]

Note that the images I;(r) are phase-modulated versions of the underlying image p(r). Since each of the

datasets fz [k] are not fully sampled, we denote the measurement process as



Here, A; includes the coil sensitivity weighting, Fourier transform, as well as the sampling operator that
selects the acquired samples for the i*" segment. Similarly, ¥; denotes the acquired measurements of the
dataset corresponding to the i*" segment. We propose to recover the images I; using the phase relations

between them.

Trajectory Corrected Reconstruction based on Structured Low-Rank Matrix Completion

In (21), we showed that there exists annihilation relations ]A'Z * h; — fj * hj = 0 between the Fourier
samples of the phase-modulated images I;;7 = 1,..,IN. Here, * denotes convolution and h; and h; are
2-D finite impulse response filters. These annihilation conditions can be compactly expressed as null-space

conditions on the below block-Hankel matrix:

H(i):[”ﬂ(h) H(L) .. H(E\V) [4]

~

Here, each block #(I;) is a Hankel matrix, formed out of the fully sampled k-space data of the phase-
modulated images (23). H is the operator that converts the k-space data of the phase-modulated images
I =[[,..,Iy] into a multi-block Hankel matrix (please see supporting information for details). The null-
space conditions induced by the annihilation relations imply that H(i) is a low-rank matrix.

Since each of the phase-modulated images I; are not fully sampled, several entries of the matrix H are
unknown. These entries can be recovered using the SLRMC approach as in (23-26). However, in contrast
to the parallel imaging setting in (23-26), there are no shared samples of k-space between fz kl;i=1,.,N
(Figure 1b). Hence, the direct extension of the approaches in (23-26) to our setting will be ill-posed.
Specifically, one could fill the missing entries in each matrix with the samples from other ones. This will

also result in a heavily low-rank matrix since the k-space data for all blocks are the same (27). To avoid this

pitfall, the MUSSELS algorithm is formulated as:

N
[ 7 — - i ([ o112 i
{[jj=1. Ny =agming ;| > IA4T) -9505,+ A HDI |, (5]

— -
J data consistency low-rank property

which make use of an additional data-consistency constraint (19,21). Specifically, filling the missing entries
with the data from others will violate this data-consistency.
The reconstruction given in Eq. [Slwith the forward model operator A appropriately defined for the spe-

cific trajectory gives the general trajectory correction method based on the idea of phase compensation.



Radial trajectories

The key step in achieving effective trajectory correction based on the above method is grouping the k-
space lines that experience similar errors. While this step is straightforward for some trajectories (e.g. EPI),
a well-defined separation may not be easily available for several trajectories, as in the case of conventional
or golden angle radial acquisitions. The challenge is in identifying this grouping. For both conventional and
golden angle radial trajectories, it has been shown that the trajectory shifts vary as a function of the angle of
the spoke (10, 28). Therefore, we propose a grouping that is based on the angle of the radial spokes for these
trajectories. Specifically, the radial spokes with similar angles can be assumed to have similar trajectory
errors. This enables us to generalize the phase-compensated reconstruction based on SLRMC for correction
of trajectory errors in radial-based acquisitions also.

Denoting the measured radial k-space data on the non-Cartesain grid by ¥, we split the radial spokes
of a given frame into IV segments §;,% = 1 : N based on their angles. To keep consistent notations for
Cartesian and non-Cartesian trajectories, we denote the images and the k-space data on the Cartesian lattice
corresponding to the N segments of the radial trajectories as I; and fz ;i = 1,.., N, respectively. The
operator, A, for the case of radial trajectories, is given by ;""" o S where S represent coil sensitivities and
JF;"" represent the non-uniform fast Fourier transform (NUFFT) to the grid corresponding to ¥;. ’H(fj) is
computed using the Fourier samples of I; on the Cartesian grid.

The proposed reconstruction in Eq. [3 was implemented in MATLAB 2016a (The Mathworks, Natick,
MA) on a desktop PC with an Intel i7-4770, 3.4 GHz CPU with 8 GB RAM. The different steps involved
in the proposed reconstruction are illustrated in Figure 2, which is solved using an augmented Lagrangian
scheme (derived in the supporting information). The NUFFT is implemented as in (29). The conjugate

gradient updates use 20 iterations or a tolerance of le-15, with no pre-conditioning.

Validations

Simulation study: We first demonstrate the trajectory correction employing MUSSELS (referred to as T-

MUSSELS) using simulations. We used a 32-channel brain data (available as part of the ESPIRIT toolbox)

for this experiment. We simulated trajectory errors into a nominal radial trajectory by explicitly shifting
the spokes of the trajectory. The shifts were generated as a function of the spoke angle. The k-space
data to be used for testing was synthesized by performing a NUFFT of the above brain data using the
corrupted trajectory. Using this simulated experiment, we also demonstrate that it is possible to recover the

corrected image for a given trajectory error using more than one scheme of segmentation for the case of
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radial trajectories.

Experimental datasets: Trajectory correction using T-MUSSELS was also validated using phantoms
and in-vivo data from cardiac and neuroimaging studies. To demonstrate the generalizability of the above
method, the experimental data was collected using a variety of different radial acquisitions. The cardiac data
was acquired using a short-axis 512 x 253 radial scan on a Siemens 3T scanner with 3-channel acquisition.
The golden angle (GA) radial brain data is distributed as part of the TrACR package (10). This 14-channel
data consist of 201 radial spokes with 256 points per spoke. The phantom data was collected with a partial
Fourier radial acquisition on a GE 3T scanner. This 32-channel data consist of 256 radial spokes with 144
points per spoke.

Coil sensitivity maps are required for all the reconstructions proposed here. The coil sensitivity maps
were estimated from the data itself in all experiments, by taking the data from a small region around the

center of k-space using the ESPIRIT method (30).

RESULTS

Simulations: The results of the simulated experiment are provided in Figure[3l The shifted radial trajec-
tory is shown in Figure Bh. A CG-NUFFT reconstruction (29) of the shifted k-space data with the nominal
radial trajectory show severe artifacts (Figure Bk). We used T-MUSSELS to correct for the trajectory er-
rors using the two schemes shown in Figure Bb: by splitting the radial data into (i) 8 segments, and (ii)
6-segments. The resulting reconstructions are shown in Figure 3k. As noted from the results, it is possible to
achieve good reconstruction with more than one splitting scheme for the case of the radial trajectory using
the proposed method.

In-vivo results: Figure d shows the reconstruction from two frames of a cardiac data that was acquired
using a radial trajectory. Figure da show respectively the nominal radial trajectory and the trajectory that was
split into 6 segments to be used with the proposed reconstruction. The left column in Figure db-c shows the
CG-NUFFT reconstruction using the nominal trajectory from two cardiac frames. A 4x4 filter was used for
the 6-block Hankel matrix construction. The trajectory corrected reconstructions using T-MUSSELS from
this three-channel acquisition show reduction in streaking and improved reconstruction in many regions. For
comparison, the correction achieved using the TrACR method is also provided. Notably, the T-"MUSSELS
reconstruction provide improved contrast in the heart region (boxed region).

Figure [Sh shows the reconstruction of a GA radial data. Since the consecutive spokes of a GA radial are
not close in angle, we reordered the radial data based on the angle of the spokes so that the data obtained

from spokes with similar angles are grouped together. The new grouping, which segmented the spokes into



8 segments are shown in figure Sh(ii). Figure [Bh(iii) shows the CG-NUFFT reconstruction that assumes the
nominal trajectory shown in Figure [Sa(i). Figure [Ba(iv)-(v) show the reconstructions using the TrACR and
T-MUSSELS respectively, which show improved reconstructions.

Figure [5b shows T-MUSSELS reconstruction validated on a phantom data that was acquired using a
partial Fourier radial trajectory. Here, the spokes were split into 4 segments based on their angles as shown
in Figure Bb(ii). Figure [Sb(iii) shows the CG-NUFFT reconstruction that assumes the nominal trajectory
given in Figure Bb(i). The effect of trajectory errors are visible in this reconstruction. Figure [3b(iv) shows
the trajectory corrected reconstructions using the TrACR method. Even though there is significant reduction
in artifacts, residual errors can still be seen in the resulting reconstruction. Figure [3b(v) shows the proposed
reconstruction using the nominal trajectory which shows improved results compared to the TrACR method.
To quantify the difference, we computed the background-to-object signal intensity ratio similar to the ghost-
to-signal ratio (GSR) that is typically computed for EPI based reconstructions (26). As observed, the GSR
is much lower in T-MUSSELS compared to TrACR.

Discussion

The proposed method provides a general self-calibrating two-dimensional phase compensation frame-
work for the correction of trajectory errors. This work adds to the recent literature on structured low-rank
based calibration-free strategies, which are emerging as powerful tools in a variety of applications including
parallel MRI (23-26, 31-33) and correction of artifacts in MRI (19, 21, 25, 26). As far as we know, this is
the first work that use the idea of SLRMC for radial trajectory correction. The robustness of the reconstruc-
tion was tested using simulations and in-vivo data and compared to state-of-the-art methods. The proposed
method can be extended to 3D and 4D radial trajectory corrections also. However, the high memory de-
mands of the present method would require the adaption of memory-efficient structured low rank methods
such as (34, [39) for efficient implementation.

Due to their data-driven nature, the self-calibrating methods are more robust to temporal variations in
trajectory errors compared to calibration-based correction methods. There are two potential ways in which
these methods can be used for dynamic scan corrections. In the first approach, the trajectory correction can
be performed on the first time point and the null space learned from this can be applied to the other time
points of the dynamic scan. This approach may be prone to errors if the null space learned from the first
time point may not be valid for a later time point; however it can be re-learned from a closer scan, similar
to the idea of interleaved calibration scans for dynamics scanning (12). A second approach is to perform

independent trajectory correction for each time point at the expense of increased computation time.



Another advantage of the proposed scheme as a general phase compensation strategy is that this formu-
lation allows for compensation of phase errors regardless of their source. Hence parametrization of the phase
errors is not required in our approach. Regardless, the proposed method is shown to work well for in-vivo
data, where we do not know the characteristics of the phase errors present in the data beforehand. Our only
assumption is that radial spokes with similar angles exhibit similar errors. While the partial Fourier data
provided good correction with a 4-segment split, the conventional radial and golden angle full Fourier data
provided good correction with a 6-segment and an 8-segment split respectively. Based on simulation studies,
we observe that it is possible to get good reconstructions with more than one scheme of segmentation. It is
intuitive to see that if the number of segments chosen are a multiple of the number of phases simulated, the
proposed phase compensation constraint should still hold. Thus, as long as the trajectory shifts are within
the band-limits of the implicit filter (parametrized by the size of the window chosen to form the Hankel
matrix), the phase compensation can be effectively achieved. For small trajectory shifts this should be valid
and we might be able to find band-limited annihilating filters for several choices of segments.

Other structured low-rank based self-calibrating ghost correction methods have been proposed for EPI
trajectories (26,27). In addition to the low-rank constraint, (26) makes use of a sparsity constraint to recover
ghost-corrected EPI data on a channel-by-channel basis. In contrast, our formulation imposes a parallel-
imaging based data consistency to recover images. While this makes the proposed method applicable to
only multi-coil acquisitions, the cardiac data in Figure 4 use only 3 channels in the reconstruction. Hence
the number of coils is not critical for good performance of the algorithm. At the same time, this makes
it possible to work with accelerated acquisitions also efficiently. (27) has shown the utility of non-convex
penalties for improved performance for EPI correction.

In conclusion, we proposed a simple and generalizable method that formulates trajectory corrected re-
construction as a phase compensation problem. The method does not require explicit calibration of trajectory

shifts or phase calibration and works for a variety of trajectories and accelerated acquisitions.
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Figure 1: (a) Illustrative example showing
an arbitrary k-space trajectory with 4 dis-
crete k-space shifts. (b) The k-space data
are separated into 4 matrices, I, [] through
I,[k]. Hollow and solid ovals are used to
represent the missing and known k-space
data respectively. If all the k-space samples
in each of the matrices were known, then
the images corresponding to these matrices
are phase-modulated versions of p(r). The
real part of the images R{/;(r)} are shown
to depict the phase modulations.
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Figure 2: The different steps involved in the proposed radial trajectory correction. The measured data is
represented as §, which is split into N segments ¥;. The operator A(I) takes the images on the Cartesian grid,
multiply those with the coil sensitivities and performs NUFFT to generate the k-space data corresponding to
the radial k-space points; A’ performs the adjoint of A(I). The operator ’H(i) computes the Hankel matrix
of the k-space data on the Cartesian grid and H*(i) performs the inverse mapping.

14



(a) shifted trajectory (center zoomed) (b) 8 segments (left), 6 segments (right)

Ground truth image CG-NUFFT T-MUSSELS (8 segs) T-MUSSELS (6 segs)

Reconstruction

Error

(c) Various reconstructions and their errors

Figure 3: Simulated experiments on radial trajectory. The shifted radial trajectory is shown in (a) and the
nominal radial trajectory that was split into 8 and 6 segments for testing T-MUSSELS are shown in (b).
The ground truth image is provided in (c). The CG-NUFFT reconstruction using nominal trajectory show
very high error. The T-MUSSELS reconstruction can provide trajectory corrected reconstruction using 8
segments (nrmse=0.031) and 6 segments (nrmse=0.034).
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(i) Nominal (ii) Reordered (iii) CG-NUFFT (iv) TrACR (v) MUSSELS
trajectory and segmented (t =3 sec) (t=112 sec) (t =83 sec)

(a) Golden Angle Radial Trajectory

(i) Nominal (ii) Segmented (iii) CG-NUFFT (iv) TrACR (v) MUSSELS
trajectory trajectory (t=5.8 sec) (t=188.6 sec) (t = 88.2 sec)

(b) Conventional Radial Trajectory with partial Fourier

Figure 5: Trajectory error compensated reconstruction for (a) golden angle radial data and (b) conventional
radial with partial Fourier.
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