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Abstract— Energy efficient communication is a fundamental
problem in wireless ad-hoc and sensor networks. In this paper,
we explore the feasibility of a distributed beamforming approach
to this problem, with a cluster of distributed transmitters
emulating a centralized antenna array so as to transmit a
common message signal coherently to a distant Base Station.
The potential SNR gains from beamforming are well-known.
However, realizing these gains requires synchronization of the
individual carrier signals in phase and frequency. In this paper
we show that a large fraction of the beamforming gains can
be realised even with imperfect synchronization corresponding
to phase errors with moderately large variance. We present a
master-slave architecture where a designated master transmitter
coordinates the synchronization of other (slave) transmitters for
beamforming. We observe that the transmitters can achieve
distributed beamforming with minimal coordination with the
Base Station using channel reciprocity. Thus, inexpensive local
coordination with a master transmitter makes the expensive com-
munication with a distant Base Station receiver more efficient.
However, the duplexing constraints of the wireless channel place
a fundamental limitation on the achievable accuracy of synchro-
nization. We present a stochastic analysis that demonstrates the
robustness of beamforming gains with imperfect synchronization,
and demonstrate a tradeoff between synchronization overhead
and beamforming gains. We also present simulation results for
the phase errors that validate the analysis.

Index Terms— Distributed beamforming, synchronization,
wireless networks, sensor networks, space-time communication.

I. INTRODUCTION

ISTRIBUTED beamforming has the potential of greatly

enhancing energy efficiency in wireless networks. A
group of cooperative transmitters can emulate an antenna array
by transmitting a common message signal in such a way that
the transmission is focused in the direction of the intended
Base Station receiver (BS). For a narrowband message signal
this can be arranged by adjusting the carrier phase of each
transmitter in such a way that the individual transmissions
combine coherently at the receiver. The energy efficiency
gains from beamforming are well-known in the literature; if a
single element antenna transmitting with power Pr achieves
a received signal to noise ratio (SNR) of p;, an array of N
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identical antennas can use beamforming to achieve a SNR
of py = Np; with the same total transmit power Pr, i.e.
with each antenna transmitting with power P—]\?. Physically,
this SNR increase arises from the increased directivity of the
transmission from the antenna array; beamforming focuses
N times more of the transmitted electromagnetic energy
in the direction of the receiver. The biggest challenge in
realizing these gains is the requirement of phase and frequency
synchronization of the high-frequency carrier signals. In this
paper, we present a master-slave protocol for synchronization,
examine its performance using theory and simulation, and
investigate the feasibility of distributed beamforming with
imperfect synchronization.

While the ideas here may be of general applicability to
different kinds of wireless networks, we focus on distributed
beamforming in the context of a cluster of energy-constrained
wireless sensor nodes communicating with a distant Base
Station receiver (BS), as illustrated in Fig. 1. The main
assumption is that local communication among the coop-
erating sensors is inexpensive compared to transmitting to
the Base Station. Accordingly, we consider a master-slave
architecture, where a designated master sensor coordinates the
calibration and synchronization of the carrier signals of the
other slave sensors. In this way, the sensors use cheap local
communication between the master and the slave sensors to
emulate a centralized antenna array, and to avoid the need for
coordinating with the distant BS.

In a traditional (centralized) multi-antenna transmitter, one
way to perform beamforming is by exploiting reciprocity to
estimate the complex channel gains to each antenna element.
These channel gains are computed in a centralized manner
with reference to a RF carrier signal supplied by a local
oscillator. However, in a distributed setting, each sensor has
separate RF carrier signals supplied by separate local oscillator
circuits. These carrier signals are not synchronized a priori.
In the absence of carrier synchronization, it is not possible to
estimate and pre-compensate the channel phase responses so
as to assure phase coherence of all signals at the receiver.
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It is encouraging to note that the achievable beamforming
gains from imperfect phase synchronization are substantial.
Consider the simple example of two equal amplitude signals
from two transmitters combining at the BS with relative
phase error of 4. The resulting signal amplitude is given
by |1 + e’°| = 2cos(2). Even a significant phase error of
0 = 30° gives a signal amplitude of 1.93, which is 96% of the
maximum possible amplitude of 2.0 corresponding to the zero
phase error case. More generally, we show that it is possible to
achieve SNR of up to 70% of the maximum with moderately
large phase errors! on the order of 60°.

The feasibility of distributed beamforming then depends
on being able to keep the synchronization errors sufficiently
small. We examine the different possible sources of phase error
in detail. We observe that phase noise in practical oscillators
causes them to drift out of synchronization, therefore, it is
necessary for the master sensor to resynchronize the slaves
periodically. This, combined with the duplexing constraints
of the wireless channel (i.e. it is not possible to transmit
and receive on the same frequency simultaneously), reveals
a fundamental tradeoff between synchronization overhead and
beamforming gain. We quantify this tradeoff using a stochastic
model for the internal phase noise of oscillators.

There is now a growing body of research about cooper-
ative transmission systems, including studies of distributed
coding techniques for space-time diversity gains [1]. Diversity
schemes do not offer average SNR gains, but rather reduce the
probability of an outage event. Distributed diversity schemes
are, therefore, of interest only in fading channels, and do not
require coherent combining of signals. However, because typ-
ical diversity coding schemes [2] require a baseband channel
that is constant at least over the length of a codeword, there
is an implicit assumption of carrier frequency synchronization
among the cooperating transmitters.

In contrast, beamforming offers SNR gains in both de-
terministic and fading channels, and in addition for fading
channels reduces the probability of outage. However, dis-
tributed beamforming requires a globally consistent phase
reference in addition to carrier frequency synchronization.
Other authors have also independently considered the idea of
using distributed transmitters as a virtual antenna array [3].

The performance of distributed beamforming has been
previously studied from an information theoretic perspective
[4], [5]. In [6], the authors studied the scalability of ad-
hoc networks using distributed beamforming with a “Listen
and Transmit” protocol. Further, they considered the effects
of imperfect synchronization and showed that the scalability
results still hold in the presence of synchronization errors.
In [7], the authors propose a synchronization protocol that
is suitable for coherent transmission. However, this requires
significant coordination with the distant BS, and does not scale
for a large number of transmitters. In recent work, the authors
in [8] propose a distributed phase synchronization protocol for
two transmitters. Most work in the literature on clock synchro-
nization, (e.g. [9]) focuses on network synchronization, and is
unsuitable for distributed beamforming.

IThe phase errors are the result of random noise, and are, therefore, random
variables. In this paper we use the term “large phase error” to indicate a phase
error distribution with a large root-mean squared error.
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The authors in [10] also studied the performance of distrib-
uted beamforming in sensor networks. They model the sensor
locations as random and evaluate the effect of location (and
phase) uncertainty on the average beampattern. These results
are consistent with and complementary to the results in this
paper. While [10] examines the beampattern averaged over all
possible sensor placements, we consider some fixed placement
and examine the synchronization process in detail.

In summary, most prior work on cooperative communication
[10], [4], [1], [3] takes synchronization as a given. To the best
of our knowledge, the protocol presented in this paper (which
minimizes coordination with the BS), and the complementary
protocol in our related work [11] (which utilizes feedback
from the BS to minimize coordination among the transmitters),
are the first detailed studies of the synchronization mecha-
nisms required for large-scale cooperative communication.

The rest of this paper is organized as follows. Section II
presents a simple analysis of the effect of imperfect synchro-
nization on beamforming gain. This shows the high tolerance
for phase errors. We present a master-slave architecture for
synchronization in Section III, and derive a distributed pro-
tocol for beamforming based on this architecture. The main
contributor to the residual phase error is oscillator noise, and
Section IV offers a stochastic analysis of this noise, and
identifies a tradeoff between the synchronization overhead and
beamforming gain. Section V concludes.

II. ANALYSIS OF BEAMFORMING GAIN

We consider a cluster of N sensors, communicating a
common (baseband) message signal m(t) to a distant Base
Station receiver, by modulating m(t) with a carrier signal at
frequency f.. Each sensor derives its carrier signal from a
separate local oscillator, therefore, the carrier signals of the
different sensors are not initially synchronized to each other.
Therefore, an explicit synchronization process is necessary.
Before we present our algorithm for carrier synchronization,
we show using a simple analysis that beamforming gains
are robust to moderately large phase errors. For this section
we assume that the synchronization algorithm allows each
sensor to obtain synchronized carrier signals at frequency
fe and an estimate of their own channel gain to the BS.
Using this the sensors can cooperatively transmit the message
m(t) by beamforming, just like a centralized antenna array.
The resulting received signal r(¢) is the superposition of
the channel-attenuated transmissions of all the sensors and
additive noise n(t):

(1) = R(m(O Y g O) 4 n(t) (1)

where g; is the pre-amplification and ¢;(t) is the cumulative
phase error from the synchronization process for slave ¢. Under
a constraint on the total transmit power, the optimum |g;| =
|hil.

The phase errors have two effects on the received signal:
a reduction in the average SNR, and a time-dependent fluc-
tuation of the received phase. The latter effect may cause
limitations in the coherent demodulation of digital signals.
However, there are several methods, e.g. differential modu-
lation, available to deal with these fluctuations provided the
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time-variations are not too rapid. In this paper, we concentrate
on the first effect i.e. the reduction in average SNR. This is
appropriate for power-limited sensor networks, where the fea-
sible communication range is limited by SNR. For simplicity
of notation, we suppress the time-dependence of ¢;(¢) in this
section.

We model the channel coefficients h;, ¢ = 1...N, as
independent circularly symmetric complex normal random
variables with zero mean and unit variance, as denoted by
h; ~ CN(0,1). This is an appropriate model for a non-LoS
wireless channel. This allows us to evaluate the variation of
beamforming gain in fading channels i.e. outage mitigation.
We also assume that the phase errors ¢; are independent and
identically distributed random variables for all the sensors 4.

Equation (1) motivates as our figure of merit, the beam-
forming gain defined as the normalized received power Pg,
given that the total transmit power is Pr = 1:

N
Zlhife””
i=1

Proposition 1: + Pr — (ﬂ¢)2 a.s. as N — oo, where
By = E[cos¢;] and a.s. denotes almost sure convergence.
In other words, when the total transmit power is kept a
constant, the received signal power increases linearly with N
as N — oo.

2

2

1
PR:N

Note that when there are no phase errors, i.e. f4(¢;) = §(0),
then Pr — 1 a.s.

Proposition 2: For finite N, E[Pg] = 1 + (N — 1)(8,)".
Thus, even for finite NV, the expected value of the received
signal power increases linearly with N. (3, is defined as in
Proposition 1, i.e. 84 = E[cos ¢;].)

In the absence of phase errors, Proposition 2 gives that
E[Pr] = N.

Proposition 3: When N is large enough for the central limit
theorem to apply,
Pr~ X2+ X2 3)

where X. ~ N(mg,02), X5 ~ N(0,02), and the parameters
me, o2, and o2, are given as follows:
me = \/NE[COS(¢Z')]
2 = 2E[cos*(¢;)] — Elcos(¢;)]?
0l = 2E[sin’(¢)] )

The variance of the received signal power is then
var[Pg) = 402m? + 202 + 20% 3)

which increases linearly with N.

When there are no phase errors, (5) reduces to var[Pg| =
4N.

(Refer to the Appendix for a proof of these results.)

Proposition 2 implies that as long as the distribution of
phase errors is such that 3, = E(cos ¢;) is close to 1, large
gains can still be realized using distributed beamforming.
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curves are for (top to bottom), A =0.1:0.1:0.4.

We now present some numerical results comparing the
above analytical model with Monte-Carlo simulations per-
formed using SIMULINK. We assume that the sensors trans-
mit a binary pulse train modulated by BPSK, with a bit-rate
small compared to the carrier frequency:

m(t) =Y p(t —kT)sy (6)
k

where {s;} is the BPSK symbol stream, and p(t) is the
transmitted pulse. The average power of the pulse p(t),t =
0.7 is normalized to & and E[|s;|*] = 1 so that the total
power transmitted by all the sensors is Pr = 1. Further we
assume that the phases ¢; are distributed uniformly in the
range (—Am, Ar).

Figure 2 shows the variation of average beamforming gain
normalized to the maximum possible: i.e. E(Pr) against the
phase error parameter A. We find that beamforming gains
of more than 70% of the maximum are possible with phase
errors as large as of 60°. In other words, the term [
decreases very slowly with the parameter A, which leads to
the key conclusion that the beamforming gains are robust to
moderately large phase errors.

While Fig. 2 shows the average beamforming gain, the
actual beamforming gain is a random variable. We now look
at the variation of the SNR with the phase errors uniformly
distributed as above. Histograms of Pg, calculated using the
Normal approximations as in Proposition 3, are shown in Fig.
3 where A = 0.1 and N =10: 10 : 40.

The histograms in Fig. 3 show increased averaging for larger
numbers of transmitters. This is expressed quantitatively in
Proposition 3, which shows that while the mean of Pp is
proportional to NNV, the standard deviation is proportional to

VN i.e. the fractional deviation 7”‘;:@ decreases with in-
creasing N. This means that the probability of an outage event
e.g. where the received SNR is smaller than 70% of its mean,
decreases with increasing /N, showing that beamforming has
the effect of mitigating fading. This is true for perfect and
imperfect synchronization. Of course, the existence of phase
errors can only increase the variance over that of an ideal,
error free system.
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Fig. 3. Histograms of Pr, A =0.1.

III. A MASTER-SLAVE ARCHITECTURE FOR
BEAMFORMING

In this section, we present a protocol for achieving carrier
phase synchronization based on a master-slave architecture.
This is a multi-step process, and each step contributes to the
overall phase error ¢;(t) that limits the beamforming gain. We
now look at each step of the synchronization in detail.

The idea behind the protocol is illustrated in Fig. 4. The
master sensor has a local oscillator which generates a sinusoid

C()(t)I
co(t) = R(co(t)), where (t) = el @ fet+0) @)

that serves as the reference signal for the network. The master
sensor broadcasts co(t) to all the slaves. We assume that
the local communication channel between master and slave
sensors has a large SNR and ignore the receiver noise in this
channel. After reception and amplification, the slave sensor @
receives the signal broadcast by reception and amplification,
the slave sensor ¢ receives the signal broadcast by the master
as:

Ci’o(t) = %(@‘70@)), where éi’o(t) = Ai’oej(Qﬂfct—,—’m_%)
®)
where +; is the phase shift between the master and slave. A; o
is the amplitude of the received signal, its precise value is
unimportant to the phase synchronization process (as the PLL
is only sensitive to its phase). We simply set the term A; o to
unity, and the constant g to zero for simplicity.

The sensor 4 uses this signal ¢; o(t) from (8) as input to
a second-order phase locked-loop, driven by a VCO with a
quiescent frequency close to f.. From PLL theory [12], we can
show that the steady-state phase error between VCO output
and ¢; o(t) is zero, and therefore, the steady-state VCO output
can be used as a carrier signal consistent across all sensors -
provided that the offset ; can be corrected for.

The phase offset «; is the total phase shift between the
master sensors’ reference oscillator signal ¢o(t), and the input
signal at the slave sensors’ PLL to which the slave VCO is
synchronized in steady-state. One contribution to ; is from
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Fig. 4. Master-Slave architecture for carrier synchronization.

the phase response of the RF amplifiers at the master and
slave sensor. These offsets are fixed and precisely known,
and therefore, can be corrected for. However, the propagation
delay of the wireless channel between master and slave also
contributes to ;. This contribution can be characterized by an
effective channel length d; as v, = W

Unfortunately, for the high-frequency RF carriers typical
of wireless networks, even a small uncertainty in channel
length d; causes substantial phase uncertainty e.g. at f. = 1.0
GHz, the wavelength of the transmission is 30 cm, and an
uncertainty of 15 cm in the channel length causes an uncer-
tainty of 180° in ~;. If left uncorrected this is disastrous for
distributed beamforming, because a 180° offset would change
constructive interference between transmitters into destructive
interference. In centralized antenna arrays, the array elements
are arranged in a known geometry, and therefore, the offset for
each element can be precisely computed. This is not a reason-
able assumption for ad-hoc and sensor networks considered in
this paper. Thus it is necessary to develop methods to explicitly
measure and correct for this unknown offset. Fortunately,
if the sensors are not moving relative to each other, this
offset stays roughly constant for significant time intervals,
and therefore, frequent recalibration is not required. In Section
II-A, we describe a protocol for performing this calibration,
based on each slave sensor transmitting their frequency-locked
carrier signal c¢; o(t) back to the master sensor. We now
sketch the process of channel estimation, and the algorithm
for distributed beamforming assuming that slave ¢ has an
estimate ¥; = 7; + ¢ of its phase offset, where ¢¢ is the
estimation error in the phase calibration. Slave 7 then has the
calibrated carrier signal ¢;(¢), which it uses to perform channel
estimation and beamforming:

Ci(t) = %(61 (t))
where 6Z(t) = 61',0 (t)ej:“
— 2w fet+id] 9)

So far the synchronization process has been coordinated
within the sensor network by the master sensor without
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Fig. 6. Schematic of a slave sensor.

requiring any interaction with the BS. In order for the sensors
to beamform towards the BS, some information about the
direction of the BS, or more precisely the channel response
to the BS is required. Using channel reciprocity allows us to
achieve this with only a minimum interaction with the BS.
Specifically the BS broadcasts an unmodulated carrier signal
g(t):

g(t) = R(G(t)) = R(eI?™fe0tto0) (10)

Each sensor independently demodulates its received signal
gi(t) = R(h:g(t)) using ¢;(t) to obtain an estimate h; of its
own complex channel gain h; to the receiver (for a narrowband
message signal, the linear time-invariant channel to BS is rep-
resented as a scalar complex gain). More precisely, the channel
estimate /; is obtained by the sensor ¢ by demodulating the
received carrier signal g;(t) using ¢;(¢), and sampling the
result at some fixed time ;. Note that while the sensor nodes
have a mutually consistent carrier signal, the BS’s carrier
has not been explicitly synchronized to the master sensor’s
reference carrier, and therefore, would not be at the same
frequency as the sensors. Letting f. o = f. + Af we have:

(1)

where ¢y, 2w Af t,. We observe that the term ¢ is just
a constant scaling term and adds no relative phase errors
between sensors. Similarly the term ¢, adds no relative phase
error so long as the sampling term ¢, is identical for all
sensors. If the sampling times are off due to timing errors

by = hy- (000 +on)

on the beamforming process. For simplicity, we take C' = 1.

The sensors now use the synchronized carrier signal c;(¢),
and the channel estimate /; to modulate the message signal
for beamforming. The slave sensors obtain their carrier signal
from the VCO that is synchronized to the reference signal from
the master sensor, however, it is not possible for the slave
sensors to receive a synchronization signal from the master
sensor, while they are transmitting. Therefore, the VCOs of
the slave sensors need to operate in an open-loop mode as
shown in Fig. 6, while the slave sensors are transmitting.
While in the open-loop mode, the slave’s carrier signals
obtained from the VCO undergoes uncompensated phase drift
because of internal oscillator noise, and over time, the different
slave carriers drift out of phase. This motivates the time-
division duplexed mode of operation shown in Fig. 5, where
the master sensor periodically transmits a reference carrier
signal to resynchronize the slave carriers, to keep the total
phase error bounded. The phase noise can be considered as a
cyclostationary random process with period T' = T3 4 15, and
we analyze it in detail in Section IV. The noisy carrier signal
used by the slave sensor ¢ for modulation can be written as:

¢} (t) = R(e (1))
where & (t) = 6i(t)ej¢?(t)
= 6j2ﬂfct+j¢§+j¢f(t) (13)

#%(t) represents the uncompensated VCO drift when slave i is
transmitting. After modulation by the carrier signal ¢¢ (), slave
sensor ¢ applies a complex amplification ﬁj to compensate for
the channel, and transmits the signal:

(14)
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The received signal at the BS is then given by

r(t) = %(Z hidi(t) +n(t))
= R(m(t) Z hih (1))
::g%(,n(t)ZE:|h%}2€j2ﬂfct—j¢?+d2¢f+j¢f@)). (15)

Comparing (15) with (1), we have for the total carrier phase
error

$i(t) = — ol + 26 + ¢ () (16)

Equation (16) shows the different contributions to the total
phase error in the received signal at the BS. In Section IV we
look at the phase error in detail; we argue that the dominant
component is the drift term ¢¢(¢), and show quantitatively
how it affects the total beamforming gains.

A. Closed-Loop Method for Carrier Phase Calibration

In this section, we propose a flexible method for carrier
phase calibration, where the master sensor measures the round-
trip phase offset, and uses it to estimate the unknown phase
offset ; from (8) for each slave, assuming symmetry in the
forward and reverse channels to the slave nodes. The flexibility
of this method comes at the price of complexity, and the
necessity of synchronizing each of the slaves individually.
However, the calibration process has to be repeated only when
the RF channel between the master and slave sensor changes,
therefore, the overhead from this process is small.

Remark: In the ideal case where the relative positions of the
master and slave sensors as well as any multi-path scatterers
do not change, the calibration process has to be performed
only once (at startup time). In practice, wireless channels are
not perfectly static: mobile scatterers and physical changes
in the medium may change the channel phase response even
when the sensors are stationary. Therefore, it makes sense to
recalibrate the slave sensors periodically to track the channel
changes. Fortunately, the channel variations are slow compared
to the channel transmission times, and the robustness benefits
of this periodic recalibration (e.g. every 100 seconds) outweigh
the small extra overhead.

Fig. 7 illustrates the process of round-trip phase offset
estimation. The basic idea is for the slave sensor 7 to transmit
back to the master sensor the (uncompensated) VCO signal
cio(t) represented in (8). The symmetry of the forward and
reverse master-slave channels imply that the signal ¢; ; at the
master sensor can be written as:

cia(t) =41 %(ej(%flt*”o*%i))

where A;; is the received signal amplitude at the master
sensor (A; ;1 is equal to A; o by symmetry, but the actual value
is not relevant to the phase noise, therefore, A4; ; is set to unity
for the discussion). Estimating the phase difference between
¢i1(t) from (17) and co(t) from (7) gives:

A¢; = (2% mod 27T) (18)

Given a measured value of A¢, we have the estimated value
of the offset ;:
. _ A9

Vi 5

7)

19)
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Fig. 7. Round-trip phase calibration.

Remark: There is one subtlety that needs to be noted here:
the round-trip measurement of phase offset as in (19) leaves
a 180° ambiguity in ~;. In other words, by measuring A¢;
we cannot distinguish between v; and ~; 4+ 180°. While it is
possible to resolve this ambiguity by exchanging another set of
messages between master and slave 4, it turns out that a 180°
phase difference does not affect the beamforming process. The
reason is that the same carrier ¢;(t) is used by slave 4 for both
channel estimation and distributed beamforming, and as (16)
shows, the two ambiguities cancel each other.

B. Discussion

The time-division duplexing requirement for the master-
slave link is the most important constraint of the synchro-
nization protocol of Section III. Other authors [8] have con-
sidered using two frequencies to avoid this problem, with
one frequency f; reserved for the master-slave link and
the slave sensors beamforming to the BS on a completely
different frequency f2. In such schemes, the slave sensors
use a frequency dividing PLL to obtain a carrier signal at
frequency fo as fo = 7 f1, where m and n are integers. Under
this scheme the slave PLLs do not need to be open-loop while
transmitting, therefore, an interesting question is whether
such a frequency division duplexed (FDD) architecture can
eliminate the problem of uncompensated carrier drift.

Unfortunately, the frequency divider introduces a phase am-
biguity of integer multiples of %’T in the derived carrier signal.
While it may appear that a constant phase ambiguity can be
estimated and corrected for in a one-time calibration process,
closer analysis shows that such phase ambiguities may also
occur during the dynamical operation of the PLL, e.g. due
to cycle slips [12]. Therefore, periodic recalibration is still
necessary even with a FDD architecture, and we conjecture
that a tradeoff between the synchronization overhead and the
achievable beamforming gain still applies in this case.
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IV. ANALYSIS OF PHASE ERROR

So far, we have described a protocol for carrier synchro-
nization and beamforming, while enumerating the different
sources of phase errors ¢¢, ¢! and ¢¢(t). Of the three different
sources of error, ¢¢ and ¢! are constant calibration errors,
whereas ¢¢(t) is a time-varying noise term that arises from
oscillator drift. Theoretically, we could perform carrier phase
calibration and channel estimation several times independently
and reduce the error terms ¢¢ and ¢! to arbitrarily small levels.
However, the drift term ¢¢(¢) represents an irreducible phase
error. Therefore, we consider this as the dominant cause of
performance degradation and we now develop a stochastic
model to characterize it.

The previous discussion in Section III motivated the time-
division duplexed (TDD) mode of operation as shown in Fig.
5, where the slave sensors alternate between sync and transmit
timeslots. The timeslots 77 where the slave sensor synchronize
to the master is a synchronization overhead, therefore, it is
desirable to keep it small relative to the useful timeslots 75.
T is determined by the settling time of the slave PLL, and 7%
is determined by the maximum admissible phase error, and the
statistics of oscillator phase noise. By tolerating larger phase
error, we are able to make 75 higher and thereby reduce the
synchronization overhead. We show in Section II that the SNR
gains from beamforming are robust to moderately large phase
errors. In the remainder of this section, we offer a quantitative
analysis of this tradeoff using a stochastic model for oscillator
phase noise.

Consider the PLL of the slave sensor as shown in Fig. 6.
We use a loop-filter with one pole to obtain a second-order
PLL with the closed-loop transfer function[12]:

S2

_— 20
§2 4+ 28wps + w2 (20)

H(s) =
where w,, is the natural frequency and £ is the damping ratio
of the loop. By standard PLL theory, the steady state phase
error of a second-order PLL is zero, and if we require a
90° phase margin, then we need a damping ratio of at least
¢ = 1.0, and the settling then we need a damping ratio
of at least ¢ = 1.0, and the settling time (defined as the
time required for the phase error to decrease to less than
a given small fraction, say p = 1% of the initial error) is
T, ~ ﬁ. Since the synchronization timeslot 77 > T, in
order to minimize overhead we want to make 7 as small
as possible. However, we observe that the loop has a low-
pass frequency response with approximate bandwidth of w,,,
therefore, increasing w,, also increases the phase noise. At
the end of the sync timeslot, the loop-filter output is sampled
and the VCO input is held to this value for the duration of
the transmit timeslot. The phase error process in the transmit
timeslot determines the achievable beamforming gain.

A. Stochastic model for the phase noise process

In order to study this more quantitatively, we assume
that the PLL input signal from the master sensor (in the
synchronization timeslot) is noiseless, and the only source of
phase error is internal phase noise ¢Z(t) in the slave sensors’
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Fig. 8. Simulation of oscillator phase drift.

local oscillator signal:

ei(t) = %(eﬂwfctmb?(t)) 1)
(We also assume that the PLL phase drift is always small
enough to allow the use of a linearized model.)

The traditional way to measure phase noise is by specifying
its root-mean squared frequency deviation and Allan variance
[12]. However, these measures are most useful if the noise
process is stationary in time. In our case the drift process ¢¢(t)
is not stationary; in the transmit timeslot, the dominant phase
noise contribution is from a random residual frequency offset
that causes the phase error to increase linearly in time until
the next sync timeslot (see Fig. 8). Therefore, the statistics
are more appropriately modeled as cyclostationary with the
period T' =T + T». We use a more fundamental approach to
model this process.

In our model, the phase error in the oscillator in closed-
loop (i.e. in the sync timeslot) consists of two components:
a decaying transient of the initial phase offset, and a phase
noise internal to the oscillator. The phase error in the free-
running oscillator (i.e. in the transmit timeslot) has those two
components and an additional linear phase drift. The linear
drift arises because the VCO frequency set by the sample-and-
hold (see Fig. 6) may have a small but non-zero offset from
the reference frequency f;. The oscillator internal phase noise
is modeled as a wideband (white) Gaussian noise process with
spectral density IN,,. While phase noise in practical oscillators
may also have other types of spectral densities e.g. flicker
noise and random-walk noise, white Gaussian phase noise rep-
resents a worst case in terms of large instantaneous frequency
deviations, because of the power in the high frequencies. Let
N, be the normalized spectral density defined such that the
total power of the phase noise is /N,w,. In other words, a white
Gaussian phase noise with spectral density [V, will have the
same power in a system of bandwidth w,, as the oscillator’s
total internal phase noise.

Since the phase error process ¢¢(t) is a zero-mean Gaussian
process at all times, therefore, we characterize its statistics by
computing its variance at the key time instants labelled A, B
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and C in Fig. 5. Let the random phase values at these instants
be denoted as ¢ 4, ¢ and ¢, and their standard deviations as
o4, op and o¢ respectively. By the cyclostationarity of ¢¢(t),
oc = o4. Using the linearity of the PLL’s phase response,
we can write the phase at time B as the superposition of the
deterministic decay of the initial error ¢ 4, to a small fraction
p of its starting value (ial error ¢4, to a small fraction p of
its starting value (e.g. p = 1%), and a noise term:

¢ = ppa + 11 (22)

¢p is small by design, and its variance can be written as:

0% = p?o + Npwn, (23)
In addition to the small phase error, at time instant B, the VCO
input is sampled to set the VCO frequency for the transmit
timeslot. The sampled value has a random offset Af from
the reference carrier frequency, and this offset consists of a
transient term and a noise term:

A.f = pwnda + w3
Therefore a? = p*w2od + wiN, 24)
We have for the evolution of the phase between time instants
B and C:

dpc =Af To+ ¢p + 1o (25)

Of the three terms in (25), the frequency offset is the dominant
term because it causes a phase drift that grows with time. The
phase ¢p is small by design, and 15 represents a stationary
term, and we can safely neglect both terms compared to the
linear drift. This is also illustrated in the simulation shown in
Fig. 8. Thus we have:

2

oL =04 = O’fT22 (26)
Combining (24), (23) and (26), we get:
N,w3T?
0% = p¥n2 7)

1 — p2wiT?

Fig. 8 shows a simulation of the phase error over time with
Ty = 150usec, To = 0.85 ms, w, = 100 kHz, p = 1%
and N, = 7 x 107" Hz=! or —101 dBc/Hz. The VCO in
this simulation has a quiescent frequency that is 1 kHz offset
from the reference carrier signal. The spectral density of phase
noise is chosen conservatively compared to typical numbers
reported e.g. —110 dBc/Hz in [13]. For these numbers, we
get 04 ~ 24° from (27). Since the phase error is a Gaussian
variable with standard deviation smaller than 24° at all times,
B¢ = E(cos¢;) > 0.91, and by Proposition 1, we can see that
average beamforming gains of at least 91% are achievable.
This is an average number and occasionally, phase errors
larger than this can occur as seen in Fig. 8, where phase error
becomes almost 35° at one point. Even with this large phase
error, the resulting beamforming gain is 81% of the maximum.
This confirms the results of Section II, that beamforming gain
is robust to phase errors and demonstrates the basic feasibility
of the distributed beamforming algorithm.
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B. Comparison with fundamental Cramer-Rao bounds

So far in this analysis we have limited ourselves arbitrarily
to a second-order PLL because it is the most commonly used
device in practice. However, we can also derive fundamental
limits on the size of the frequency and phase offsets, by
viewing the PLL as a frequency and phase estimator. The
PLL uses the (noisy) oscillator signal in the sync timeslot to
form estimates fl and (;3 It uses the estimate (;AS to drive the
phase difference with the PLL input to zero, and fl to tune the
VCO’s input to the frequency of the reference, and the sample-
and-hold element keeps the VCO tuned to that estimate in
the transmit timeslot. The Cramer-Rao lower bound for the
variance of these offsets has been computed in previous work
on frequency estimation [14]:

- 3N,
A2 - p
O'f = ’Ua/f'(fl) = 71_2—13
- 2N,
~2 - p
G, =var(p) = T (28)

Using the same values used in Fig. 8, we find 6y = 2.5
Hz, and 64 < 1°. Since 6y = 2.5 Hz, and 64 < 1°. Since
Gy is substantially smaller than the PLL’s root-mean squared
frequency offset oy = 418 Hz, we conclude that there is
significant suboptimality in using an analog PLL, therefore,
performance can be further improved by using optimal digital
processing.

V. CONCLUSION

We have investigated a master-slave architecture for achiev-
ing the carrier synchronization necessary for distributed trans-
mit beamforming. There are several sources of synchroniza-
tion error in this procedure, and the aggregate phase errors
limit the achievable SNR gains from beamforming. We iden-
tified the dominant source of errors as VCO drift arising
from time-division duplexed operation of the synchroniza-
tion protocol. We examined the phase noise process of a
second order analog PLL by simulation and analysis, and
calculated the resulting beamforming gains. We also compared
the performance of the PLL with the fundamental Cramer-
Rao estimation bounds. Our results show that even with
the suboptimal analog PLL, and with phase errors on the
order of 60°, it is possible to achieve SNR gains of 70%
of the maximum. In summary, our investigation indicates that
implementation of distributed beamforming at RF frequencies
is challenging but potentially feasible.

One way to improve the beamforming performance is to
use an optimal frequency and phase estimator instead of an
analog PLL. This would require a more sophisticated digital
implementation, and a detailed performance study of such a
scheme is a topic for future work.

In this paper, we studied a reciprocity based approach to
channel estimation designed to minimize coordination with the
BS. An alternative methodology for distributed beamforming
is to use feedback from the receiver (i.e. the BS) for distributed
phase synchronization. We explored this approach in [11], [15]
and our results are promising. It is also possible to combine
these ideas with multi-hop routing schemes for wireless net-
works. These issues are not considered in this present work
and are interesting areas for further inquiry.
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APPENDIX I
PROOFS:
Proof of Proposition 1: We can rewrite (2) as follows:
1 & ’
_ 2 jo
Pr=N Ngw ¢ (29)

Invokmg the law of large numbers, and the fact that the
}h | }, are i.i.d. exponential random variables which are
independent from the i.i.d {¢;}, we have

N
%Z\hiﬁem = B [0’ (cos 61 + jsiny)| a.s. (30)
i=1
The expectation on the RHS of (30) simplifies as follows
B (|l (cos g+ jsing)| = Ellni[*)Blcos o,

= Efcos ¢ €1y

We have assumed that ¢; is symmetrically distributed around
0, and hence E[sin¢;] = 0. Equation (31) results because
h; ~ CN(0,1) and hence |hi‘2 is exponential with unit mean.
We thus have that

L i‘h.|26j¢i
N i=1

since continuous functions of variables which are converging
almost surely also converge almost surely, and the desired
result follows. O

2

— (E[cos(¢;)])%a.s. (32)

Proof of Proposition 2: The expected value of Pr can be

written as
N N

1 i i
NE Z‘hi|zem’LZ‘hl|Qe 91

i=1 =1

1 N(N -1
= v+ YD g

'23?(6.7(% *¢2))]

E[Pg]

(33)

= 5 (v T 2 teoston - o))
= 14 (N —1)E[cos(¢1 — ¢2)]
= 14 (N —1)E[cos(¢1) cos(¢p2)

— sin(g1) sin(go)]
= 1+ (N —1)Ecos(¢:)]* (34)

where we have used the fact that the {h;}, {¢;} are i.i.d. and
that the {¢;} are symmetrically distributed around 0. O

Proof of Proposition 3: We once again begin with the
definition for Pg.
2
1 N

PR = \/—N ;‘hz‘zcos(gbl)—I—]‘hl|2s1n(¢z)

H\/_Z ‘h‘ cos(¢;) — @)

1 2
+j—_§ |hi|”sin(¢s) + VN (35)
N =1
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where a = E[‘hi|2 cos(¢;)] = E[cos(¢;)]. Invoking the
central limit theorem, as IV gets large, the first term in (35)
tends to a Gaussian random variable with mean 0 and variance
o2 = var[|hi|2cos(¢i)]. Similarly, the second term tends
to a Gaussian random variable with mean 0 and variance
o2 = var[|hi|2 sin(¢;)]. Since the last term in (35) is real and
constant, it only shifts the mean of the first Gaussian random
variable, so we can write

Pr~ | Xe + jX,|? (36)

where X, ~ N(v/Na,0?), and X, ~ N(0,02). Making
use of the fact that |hi|2 is a unit mean exponential random
variable,

o? = var| }h-}zcos (¢:)]

‘h ‘ cos?(¢i)] — ‘h | cos(¢;)]?
= 2E[cos®(¢;)] — E[cos(¢;)]?

o7 = 2B[sin? (9]
Letting m. = v/ Na, we have that Pr = X2 4 X2, as given.

The variance of Pgr follows from standard calculations for
moments of Gaussian random variables. O

(e}

and similarly, 37
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