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ABSTRACT 
Energy efficient transfer of data from sensors is a fundamen- 
tal problem in sensor networks. In this paper, we propose 
a distributed beamforming approach to this problem, with 
a cluster of sensors emulating a centralized antenna array. 
While it is well-known that beamforming can provide large 
performance gains, such gains presuppose not only accurate 
knowledge of the channel, but also time and phase synchro- 
nization at the transmitter. We propose explicit methods 
for achieving such synchronization in a distributed fashion, 
and analyze the effects of various sources of coordination 
error on the attained performance. We find that, as long as 
the error in range measurements or placement of the sen- 
sor nodes is within a fraction of a carrier wavelength, the 
proposed distributed beamforming strategies achieve most 
of the gains available from a centralized beamformer. 

Categories and Subject Descriptors 
H.l.l [Information Systems]: MODELS AND PRINCI- 
PLES-Systems and Information Theory 

General Terms 
Design 
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1. INTRODUCTION 
In this work, we propose dastnbuted beamformzng tech- 

niques for dramatically increasing the energy efficiency of 
communication in sensor networks. This technique is com- 
plementary to the methods discussed in [3, 61, which address 
the problem of data relay within a sensor network. In our 
work, we assume efficient “local communication” (i.e. com- 
munication within the sensor field) and show that neigh- 
boring sensors are able to coordinate their transmissions to 
form a distributed antenna array that directs a beam in the 
desired direction of transmission. The gains from idealized 
distributed beamforming are known to be large. Our con- 
tribution is to provide specific methods for achieving the 
necessary coordination, and to analyze the effects of various 
sources of coordination error on the gains obtained. 

While there i s  a cost associated with synchronising the 
sensors and for the local exchange of sensor observations, 
the available SNR (and capacity) gains are compelling. Also 
one could easily imagine a scenario where individual sensors 
have a limited transmit power range, so their effective com- 
munication distance is constrained by path loss. In this case, 
the communication distance can be extended considerably 
by beamforming and the distance can be increased simply 
by adding more sensors. Figure 8 shows a conceptual view 
of the sensor field. 

In addition to the sensor networks application discussed 
here, distributed beamforming may also be applicable in 
more general communication contexts for low carrier fre- 
quencies (e.g. 100 MHz or lower), since a standard direc- 
tional antenna may be difficult to implement at large wave- 
lengths (3 meters or more). 

Prior work on distributed beamforming has focused mainly 
on recezve beamformzng. Perhaps the most dramatic exam- 
ple of this is the Very Large Array (VLA) of antennas used 
for radio astronomy[4]. Other examples of distributed re- 
ceive beamforming in the literature include [7, 21). An ex- 
ample of distributed transmisszon is [8], where the authors 
propose to use distributed transmit beamforming involving 
multiple cellular Base Stations to improve the mobile’s SNR. 
The crucial issues of synchronization required for distributed 
beamforming are not addressed in this work. 

We now provide a brief outline of the rest of this paper. 
In Section 2, we describe the motivation for, and some re- 
quirements for distributed beamforming. 
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In Section 3 ,  we analyze the effect of the phase noise on 
receive SNR under a stochastic model for the position error. 
We also derive simple analytical expressions for the mean 
and variance of receiver SNR and under Central Limit The- 
orem assumptions for large N, and obtain an expression for 
the distribution of SNR as a convolution of two squared 
Gaussian distributed random variables. 

Section 4 describes a simulation model for this system 
and Section 5 shows results corresponding to the analytical 
expressions from Section 3. Section 6 concludes the paper 
with a summary of results and's discussion of possible areas 
of future work. 

2. BACKGROUND 
In order to establish the requirements for distributed beam- 

forming, we discuss first the operation of centralized beam- 
forming, i.e., the operation of a standard antenna array. For 
a transmitter A with n antenna elements, suitably weight- 
ing the signals sent from each antenna element can create 
"beams" in a direction of interest towards receiver B, lead- 
ing to a factor of n gain in signal-to-noise ratio. Often, 
such transmit beamforming from A to B could be preceded 
by training a receive beamformer at A using a transmission 
from B to A. If the same frequency band is used in both di- 
rections, then reciprocity can be used to infer the transmit 
beamforming weights from the receive beamforming weights. 
For wideband signaling over certain types of channels, it is 
even possible to employ different frequency bands in the two 
directions, and to use statistical reciprocity 111 to  learn the 
transmit strategy from A to B, based on what is received at 
A from B. 

However, in order to  employ the reciprocity-based method 
of using weights learnt from receive beamforming, we must 
be able to perform distributed receive beamforming. To un- 
derstand the issues involved, consider first the operation of 
centralized receive beamforming. Assuming that the chan- 
nel from the transmitter to the receiver is frequency nons- 
elective, the R F  signal received at the ith antenna is given 
by 

where f1, 81, are the carrier frequency and phase, respec- 
tively, of the arriving wave. Assume that a common carrier 
frequency and phase of fo and 80 is employed a t  each an- 
tenna element to demodulate the received signal from RF 
to baseband. In this case, the complex baseband signal at 
the ith antenna element is given by 

where Af = fl - fo and y = 01 - 00. Assuming that Af is 
small enough, the weights 20% can be recovered upto a com- 
mon phase uncertainty by filtering and sampling the com- 
plex baseband signals at a common time. Thus, while it 
is not required that the receiver lock up to the carrier fre- 
quency of the arriving wave, an implicit assumption is the 
use of a common carrier frequency and phase for demodu- 
lation at each antenna element, and timing synchronization 
of the samples at each antenna element used to  estimate 
the receive beamforming weights. Once the spatial channel 
{w.} has been estimated, a receive beamformer corresponds 
to multiplying the complex baseband signal for antenna i by 
w:. This corresponds to a spatial matched filter. Note that 

receive beamformers can also be used to  put spatial nulls in 
the direction of interference, e.g., by computing the beam- 
former based on a Minimum Mean Squared Error (MMSE) 
or Minimum Variance Distortionless Response (MVDR) cri- 
terion. However, in emulating receive beamforming in a dis- 
tributed fashion, our first priority is to achieve the simpler 
task of spatial matched filtering, leaving the issue of dis- 
tributed interference suppression for later. 

Once the receive beamforming weights { w ~ }  have been es- 
timated, if reciprocity applies, they can be used for transmit 
beamforming. Thus, the complex-valued transmit beam- 
forming weights for a centralized transmit beamformer are 
given by w;, ..., wc. If the information to  be sent is encoded 
in the baseband signal q ( t ) ,  the complex baseband signal 
transmitted from the ith antenna element is w:q(t). The 
radio frequency (RF) signal transmitted from the ith an- 
tenna is , 

( 3 )  

where fo is the carrier frequency and 0 is the carrier phase. 
The implicit assumptions here are as follows. First, the 
baseband signals for all antenna elements are synchronized 
in time. Second, the carrier frequency and phase used to 
modulate the baseband signals are the same for all antenna 
elements. These assumptions are easy to  satisfy for central- 
ized beamforming, because of the common circuits used to 
generate the baseband signals and carriers for all antenna 
elements, and the tight control on the circuit delays in dis- 
tributing these signals to the antennas. 

The preceding discussion reveals that, in order to emu- 
late centralized transmit or receive beamforming in a dis- 
tributed manner, the key requirements are carrier frequency 
and phase synchronization, and timing synchronization, among 
the distributed antenna elements. In the next section, we 
describe simple methods for achieving such synchronization, 
and show that the level of precision achieved is sufficient to 
achieve significant beamforming gains in the direction of in- 
terest. 

2.1 Methods for Distributed Beamforming 
The key concept for achieving the synchronization re- 

quired for distributed beamforming using a cluster of nodes 
is to have one node in the cluster serve as a master node, 
broadcasting both a carrier and timing signals. Figure 7 
shows the functionality of a sensor node in block diagram 
form. Assuming that the slave nodes in the cluster know 
their distance relative to the master node, they can lock 
up to the carrier and timing signals sent by the master, 
and compensate for the delay with which the master sig- 
nal arrives, thereby achieving frequency, phase and timing 
synchronization. The precision with which this synchroniza- 
tion is achieved depends both on the signal-to-noise ratios 
for the synchronization circuits employed, and on the accu- 
racy of the estimates of the delay between the master and 
slave nodes. Before discussing implementation of this gen- 
eral concept, we consider a special scenario in which the 
implementation is particularly simple. 

Suppose that the master and slaves are arranged in a star 
topology, with the master at the center. That is, the master 
is a t  approximately equal distance from each slave. This 
topology could be achieved either by initial placement of the 
nodes, or, for mobile nodes, by suitable control algorithms 
that place the slave nodes at a desired distance from the 
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master. Specifically, slave i is at distance d ( i )  = do + d,(i) 
from the master, where do is the nominal distance, and d,(i) 
is the placement error. The required tolerance in placement 
error is discussed shortly. 

The master broadcasts a carrier signal cos(2nfot). Let 
c denote the speed of light, and A0 = 2 the carrier wave- 
length. Assuming LOS, slave i receives a noisy carrier signal 

u2(t)  = cos(27rfot + 6'0 + 6',(i)) +nz(t) 
where 

27rfodo 27rdo eo=--- - 
C A0 

is the nominal phase offset from the transmitted carrier, and 

27rfod (2) 27rd,(i) 
C A0 

e,(i) = - 

that the transmitted baseband signal s ( t )  is a sequence of 
pulses. Each slave passes the demodulated baseband signal 
z i ( t )  through a pulse matched filter, and makes a measure- 
ment of the amplitude and phase at the peak of the matched 
filter output immediately following detection of the trigger 
sequence. Note that the trigger sequence arrival time at dif- 
ferent slaves is slightly different due to the placement error. 
Further, the next peak of the matched filter output may 
occur at slightly different times for different slaves because 
of the different propagation delays between the transmitter 
and the slave. However, if the period of the pulses is short 
enough, and the difference in frequency Af between the 
transmitted carrier and the master's carrier is small enough 
(which is a function of oscillator tolerances), the differences 
in phase between the measurements at different slaves re- 
mains small. 

At the end of this process, each slave has an estimate of its 
own receive beamforming coefficient 6%. Distributed receive 
beamforming can now be performed to enhance the reliabil- 
ity of reception. The details of how this is done depends on 
the modulation and coding format of the information be- 

is a phase error resulting from the placement error, and n2 ( t )  
is noise. Each slave employs a phase locked loop (PLL) to 
lock on to the carrier, whose output can be approximately 
written as ., 

vi( t )  = cos(27rfot + B O  + 6',(i) + 6 ' , l l ( i ) )  ing received, and we do not discuss this any further here. 
Instead, we focus attention on how these coefficients would 
be used for distributed transmit beamforming by exploiting 
reciprocity. 

where 6',~(i) is the phase error due to PLL imperfections and 
noise. Slave i will employ the carrier v,(t) for both reception 
and transmission, as specified in the following. 

2.3 Distributed Transmit Beamforming 2.2 Distributed Receive Beamforming 
Once the receive beamforming coefficients have been esti- 

a spatial matched filter. The master sends another trigger 
seauence to initiate transmission from the slaves. It is as- 

For LOS reception, the received signal at slave i is given 
by (1). Upon demodulation by the carrier vz(t), the complex mated, transmit beamforming corresponds to 

baseband signal at slave i is given by 

Z z ( t )  = s(t)w,e3(2naft+Y(2)) (4) sumed that the baseband signal q( t )  containing the informa- 
tion to be sent has already been agreed upon. Upon receipt 
of the trigger sequence, slave i modulates the baseband sig- 
nal q ( t )  with the carrier at the output of its PLL, sending 
the RF signal 

) z 2 ( t )  = Re(G* 24 (t  - e t  ( ,))e32~fo(t-- .r ,(2))-~o--8,(2)-epll(2) 

( 5 )  

where Af = fi - fo and 

y(i) = el - eo - ee(i)  - ~ , ~ ~ ( i )  

Comparing with (2), we see that the phase variations across 
different slaves occur due to placement error and PLL error. 
Thus, if these two errors can be controlled, we can approx- 
imate (2) using (4). The PLL error can be made small by 
increasing the signal-to-noise ratio, which is not difficult if 
the sensors are relatively close to each other. We therefore 
neglect it in the following. To understand the requirements 
on placement error, suppose that we wish to bound B,( i )  
to within 68, where we might set 66' = 0.05 radians, for 
example. This implies that 

Thus, the smaller the carrier frequency (i.e., the larger the 
wavelength), the slacker the requirements on placement er- 
ror for satisfying a desired phase synchronization tolerance. 
For example, for fo = 10 MHz and 66' = 0.05 radians, we ob- 
tain that Ide(i)l 5 .24 meters, which is relatively straightfor- 
ward to achieve using either manual placement or a suitable 
control algorithm (in conjunction with a ranging scheme) 
with mobile sensors. On the other hand, if fo is increased 
to 100 MHz, then the tolerance on the placement error for 
the same phase tolerance becomes 10-fold more stringent. 

Once the required phase tolerance is achieved in the base- 
band models, it remains to make a measurement of the 
beamforming gains wi. One approach for doing this is for 
the master to broadcast a trigger sequence (possibly in par- 
allel to the carrier it is broadcasting). Suppose, for example, 

where 7, (2) is the timing synchronization error associated 
with the receipt of the transmission trigger sequence. The 
dominant component of this is due to placement error. Let- 
ting ~ ~ ( i )  % %, and recalling that 6',(i) = apifodeo c , ( 5 )  
can be written as 

If the placement error is small enough to permit accu- 
rate distributed receive beamforming, then it is easy to see 
that it also is small enough for accurate distributed transmit 
beamforming. 

2.4 Beyond the Star Topology 
The preceding concepts generalize quite easily beyond the 

star topology. For a general master-slave topology, it is nec- 
essary that each slave has obtained a prior estimate ?(i) of 
the propagation delay between the master and itself. The 
required accuracy of this estimate is proportional to the re- 
quired accuracy in the placement error discussed earlier for 
the star topology. The master broadcasts a carrier and trig- 
ger sequences, and the slaves operate PLLs and detection 
circuits, as before. However, upon receipt of a trigger se- 
quence, slave i takes a delayed action at time TO - ?(i), 



where TO is an upper bound on the {+(i)}. This effectively 
implements a causal filter which compensates for the varia- 
tions in delay between the master and different slaves. The 
analysis of sources of synchronization error are now exactly 
as in the case of the star topology. 

3. ANALYSIS 
In this section we determine how placement errors, which 

translates into phase errors, affect the gains achieved by dis- 
tributed transmit beamforming. Letting PR denote the re- 
ceived signal power when the transmit power is kept con- 
stant, and letting N denote the number of coordinating sen- 
sors, we find that: 
(a) The expected value of PR increases as PeN, where is 
a function of the phase error distribution and 0 5 ,Be 5 1. 
When there is no phase error, E[PR] = N, meaning that 
beamforming with N elements gives a power gain of N over 
transmission with a single element. Thus, the degredation 
caused by phase errors is contained in the term P O .  

(b) The variance of PR also increases linearly with N, for 
both zero and nonzero phase errors. Of course, the existence 
of phase errors can only increase the varaince over that of 
an ideal, error free system. 
Thus, as long as the distribution of placement errors is con- 
tained in such a way as to keep close to 1, large gains can 
be still be realized using dzstrzbuted beamforming. 

We model the channel coefficients wz, i = l . . .N, as cir- 
cularly symmetric complex normal random variables with 
zero mean and unit variance, as denoted by wz - CN(0 , l ) .  
With the assumption that G, z wz, we can write (6) as 

strength after matched filtering will be small, on the order 
of 1%. We therefore concentrate on the loss caused by phase 
misalignment, since this loss can be on the order of 40% for 
similar placement errors. 

1, and the power in each pulse, p ( t ) ,  is normalized to PT/N, 
where PT is the total transmit power, so the power trans- 
mitted by all N sensors remains constant at PT regardless 
of N. For simplicity of exposition, we set PT = 1. Thus, the 
baseband representation for the received signal, given that 
symbol s k  was sent from all N sensors, can be written as 

The symbol stream {Sk} ( see (10)) is normalized so E [ s ~ ]  = 

where w is the N x 1 vector containing the elements {wi}, w 
is defined similarly, and n k  is complex gaussian zero mean 
noise. Since the index k is arbitrary, we will henceforth drop 
it from the notation. The received signal power, our figure 
of merit, is therefore 

Using (9), this can be written as 

(13) 
PR = - l N  / I C  ~ \ w z ~ ~ 2 e ~ ~ J ( ~ ) ~ ~ 2  

2=1 
N 

where Of = -28,. 
Proposition 1: &PR -+ E[cos(@f)] as .  as N + CO, where 
a s .  denotes almost sure convergence. In other words, when 
the total transmit power is kept a constant, the received 

(7) signal power increases linearly with N as N tends to CO. 

Proof: We can rewrite (13) as follows: 
zi(t) = Re(B;q(t - Te(i))e'2*fot-eo ) 

where 

(14) I1 PR = N jlN l N  llwill2ej~J(i) 
&t 2 -  - ,te-j(2e,(i)+e,,,(i)) (8) 

Since the phase locked loop error terms O p l l ( i ) ,  i = l . . .N,  2=1 

can be made arbitrarily small by increasing the signal to 
noise ratio a t  the slave nodes when receiving from the master 
node, we neglect these terms in the subsequent analysis, 
giving 

8: - w;e-i2G(i) 

We also assume that the loss caused by the delays ~ ~ ( 2 )  in 
the complex baseband signal is much smaller than the loss 
caused by the phase errors in 6%. This can be justified as 
follows. Writing q ( t )  as a pulse train modulated by complex 
symbols, we have 

Invoking the law of large numbers, and the fact that the 
{ 11wi112}, are i.i.d. exponential random variables which are 
independent from the i.i.d { O f ( i ) } ,  we have 

l N  
11wi112ejeJ --+ E . [ I I ~ ~ ~ ~ ( ~ o s ( Q ~ )  +- j sin(ep))] a s .  

z = 1  
(9) 2 -  

(15) 

where W - Wz and of 
RHS of (15) simplifies as fo~~ows 

ef(i) ,  vi. The expectation on the 

E [Ilwll"Cos(~f) + j sin(W)] = ~ [ l l W l l 2 1 ~ [ C O S ( ~ f ) 1  

q ( t )  = 1 p ( t  - kT)sk  (10) = qcOs(ef)l (16) 
k 

where { s k }  is the symbol stream, and p ( t ) ,  0 < t < T is the 
transmitted pulse. The delays ~ ~ ( ( i ) ,  i = l . . .N, in (7) cause 
both intersymbol interference (ISI) and a reduction in the 
receive power due to the misalignment of the matched filter. 
Since the placement errors are (assumed) on the order of 
. l X o ,  meaning the timing errors -re(i) are on the order of %, 
and since the pulse duration T is generally on the order of 
10% or more, a guard interval on the order of . O W  between 
the transmitted pulses in enough to make IS1 negligible. We 
thus assume that there is such a guard interval and ignore 
ISI. Also, because the timing error is small compared to 
the pulse duration T ,  the resulting loss in the receive signal 

We have assumed that Of is symmetrically distributed around 
0, and hence E[sin(ej)] = 0. Equation (16) results be- 
cause w - C N ( 0 , l )  and hence ) ) w ) ) ~  is exponential with 
unit mean. We thus have that 

1 1 .  N 112 

-+ (E[~os(Of)])~a.s.  (17) 
i=l 

since functions of variables which are converging almost surely 
also converge almost surely, and the desired result follows. 
U 

Note that when there are no phase errors, i.e. fe(O') = 6(0), 
then &PR -+ 1 a s .  
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Proposition 2: For finite N, E [ p R ]  = l + ( N - l ) E [ c o ~ ( ~ f ) ] ~ .  
Thus, even for finite N ,  the expected value of the received 
signal power increases linearly with N. 
Proof: The expected value of PR can be written as 

N 1 

E[I Iw1 l lZ l  lw2l l 2  1 N ( N  - 1) = - ( N +  
N 2 

= 1 + ( N  - 1)E[cos(ef)12 (19) 

where we have used the fact that the {wi},{e,} are i.i.d. 
and independent, and that the {e,} are symmetrically dis- 
tributed around 0. 0 
In the absence of phase errors, Proposition 2 gives that 

Proposition 3: When N is large enough for the central 
limit theorem to apply, 

E [ p R ]  = N .  

P R  X,“ + xf (20) 

where X ,  N N(m,, a:), X ,  N N(0 ,  a:), and the parameters 
m,, 02, and U,”, are given as follows: 

m, = f i ~ [ ~ ~ ~ ( e , ) ]  (21) 
U: = ~ E [ c o s ~ ( ~ ~ ) ]  - ~ [ ~ ~ ~ ( e ~ ) ] ~  (22) 
a: = 2 ~ [ s i n ~ ( ~ f ) ]  (23)  

(24) 

The variance of the received signal power is then 

?JaT[PR] = 4C7,2m: + 20: + 20: 

which increases linearly with N .  
Proof: We once again begin with the definition for PR. 

I I _  N 

where a = E[llwtl12cos(e,)] = E[cos(Bf)]. Invoking the 
central limit theorem, as N gets large, the first term in (25) 
tends to a Gaussian random variable with mean 0 and vari- 
ance a: var[llw112 cos(Of)]. Similarly, the second term 
tends to a Gaussian random variable with mean 0 and vari- 
ance U,” var[llwl12sin(ef)]. Since the last term in (25) is 
real and constant, it only shifts the mean of the first Gaus- 
sian random variable, so we can write 

P R  E Ilxc + j X s ) I 2  (26) 

where X, N N(f l a ,uZ) ,  and X ,  N N(0,a:). Making use 
of the fact that \ \ w \ \ ~  is a unit mean exponential random 
variable, 

and similarly 

Letting m, ma, we have that PR = X,“ + Xf, as given. 
The variance of PR follows from standard caIculations for 
moments of Gaussian random variables. 0 
When there are no phase errors, (24) reduces to ‘uaT[PR] = 
4N. 

4. SIMULATION MODEL 
In order to verify the viability of using distributed beam- 

forming, we simulate the sensor system analysed in Section 
3 using MATLAB’s SIMULINK software. We now describe 
the simulation methodology and all simplifying assumptions. 
Figure 6 shows the SIMULINK model of the sensor network. 

Because the expected value of the received signal strength, 
PR, as given in Proposition 2, remains unchanged when the 
magnitudes of the {wi} are fixed at 1, and we are interested 
in finding the empirical value of E[PR], we can, without loss 
of generality, let 

wz = 1 vi (29) 

We do not model the timing errors {.re(i)} in the base band 
signal (7), since they cause negligible degradation in PR 
compared to the phase errors, as mentioned previously. Also, 
we assume ideal channel estimation, so Gi = wz Vz. Finally, 
since we are interested in the receive signal power, and not 
the received noise power, we do not model the AWGN in 
(11). Essentially, our simulation modifies ( l l ) ,  and models 
the following baseband system 

where k is the symbol index and {Qf ( i ) }  are the phase er- 
rors. We assume that the { e f ( i ) }  are uniformly distributed 
around 0, i.e. 

e f ( i )  N U[-TA, TA] (31) 

For each value of A and N, we run 60 Montecarlo simula- 
tions to determine E [ p R ] .  Though more averaging is desir- 
able, the time requirements of the simulation make larger 
numbers of runs impratical. 

The sensor data that is transmitted is just a binary pulse 
train of random bits. The signalling rate is chosen at about 
10% of the carrier frequency (i.e. there are about 10 carrier 
sine wave cycles in a bit interval). The carrier is modulated 
by multiplying the carrier wave (obtained from the VCO 
output of the PLL in the sensor’s synchronization circuits) 
with the pulse train. This is equivalent to a BPSK modu- 
lated signal, since multiplying the pulse train is the same as 
a 0 degree phase shift on a “1” bit and a 180 degree phase 
shift on a “-1” bit. 

We assume that the receiver has perfect knowledge of the 
channel, which is a fairly standard assumption in wireless 
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receiver design. In this case, this ensures phase synchro- 
nization and therefore coherent demodulation is possible. 
The receiver first converts the signal to baseband by using a 
mixer to multiply the incoming carrier signal with a local os- 
cillator which is assumed to be frequency synchronized with 
the transmitting sensors. The mixer is followed by a low- 
pass filter to remove the unwanted mixer component. Since 
we are using a rectangular pulse, the baseband matched fil- 
tering operation is equivalent to integrating the signal over 
a bit interval. The square of the integrator output is pro- 
portional to the received SNR, and is our figure of merit. 

5. RESULTS 
In this section, we verify that the SIMULINK simulations 

match the analytical results, and show how the gains in 
received signal power scale with N .  Using a uniform dis- 
tribution for the phase errors as given in (31), ( e f ( i )  - 
U[-nA, TA] V i ) ,  letting A = TA, and using the approxima- 
tion cos(@ = 1 - $, we have from Proposition 2 

E [ p R ]  = 1 + ( N  - 1) 1 - -A2 ( ; - ) 2  

Values of 9 computed using (32) are plotted in Figure 
1 vs. N along with the values of obtained from the 
Montecarlo simulations. The top set of lines is for A = 0.1, 
the next set is for A = 0.2, and the last two sets are for 
A = 0.3 and A = 0.4, respectively. A = 0.1 corresponds to 
a placement error spread of 0.05x0, A = 0.2 corresponds to 
a spread of 0.1X0, etc. This can be seen by recalling that 

e f ( i )  = -2e,(i) (33) 

and that 

where d e ( i )  is the placement error. If the { d e ( i ) }  are i.i.d. 
zero mean uniform random variables over an interval of 
length $Ab = s, then the { 0 , ( i ) }  are uniform over an 
interval of 2n4.  In other words, 

(35) 

(36) 

-A A 
2 

e,(i) qTR, -4 vi 

O f ( i )  - U[-Ar, AT] V i  

so 

and thus A = 0.1 corresponds to a placement error spread 
of 0.05X0, etc. 

The empirical and analytical results in Figure 1 match 
well, indicating that the phased locked loop does not in- 
troduce any significant errors. We therefore present further 
results for the analytical model only. 

Figure 2 shows how E [ p R ]  (calculated using (32)) scales 
with N for discrete values of A between 0.1 and 0.4. The 
maximum slope is 1, corresponding to the case of ideal beam- 
forming. Note that for A = .4, at N = 40, there is almost a 
50% loss compared to this ideal benchmark. However, the 
expected received signal power is still over 20 times greater 
than that for a simgle antenna transmission. Hence, signifi- 
cant gains can still be expected for distributed beamforming. 

We now consider how the variance of ,P. scales with N .  
Using the approximations cos0 = 0 - $ and sine = 1 - 

I 
4 6 
N 

Figure 1: E[PR]/N vs N ;  empirical and analytical 
results. The four sets of curves are for (top to bot- 
tom), A = 0.1 : 0.1 : 0.4. 

N 

Figure 2: The expected value of the received signal 
power vs. the number of sensor nodes N .  

$, as well as the fact that the phase errors are uniformly 
distributed (36), we can write m,, U:, and U:, (defined in 
Proposition 3), as 

m, = AV (1 - i) 
A2 13A4 

= 1 - - + - 
3 180 

2A2 2A4 A6 os=----- 
3 15 '126  

(37) 

(39) 

The variance of PR can then be calculated using (24), and 
is shown vs. N for various values of A in Figure 3. 

Histograms of PR, calculated using the Normal approxi- 
mations in Proposition 3, are shown in Figure 4 for A = 0.1 
and N = 10 : 10 : 40. Most of the variance is due to vari- 
ations in l l l ~ i 1 1 ~ ,  as can be seen by comparing Figure 4 to 
Figure 5, where the magnitudes of the {wz} have been set to 



l 4 O I  120 

I / 

Figure 3: The variance of the received signal power 
vs. the number of sensor nodes N .  
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Figure 5: Histograms of PR where the channel coef- 
ficients all have unit magnitude. A = 0.1 

6. CONCLUSION 
We have shown that the large potential gains from dis- 

tributed beamforming can indeed be realized using a master- 
slave architecture. Our analysis accurately predicts the per- 
formance degradation due to phase noise and range errors. 

The crucial assumption in our results is that ranging er- 
rors between master and slaves are small compared to the 
carrier wavelength. An important topic for future work is, 
therefore to develop architectures for realizing this assump- 
tion. 

Another important issue is the integration of such tech- 
niques with advances in source coding and sensor net organi- 
zation ([5]) which also point towards a cluster based network 
architecture. 

1 vi. Thus, Figure 5 more accurately captures the variation 
in received signal power due to synchronization errors. 

5000 I 4000, 

N 4 0  N=20 

40001 . , 3500, 

N=30 N=40 

Figure 4: Histograms of PR. A = 0.1 SENSOR NODE 

Figure 7: Block diagram of sensor node functionality 
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