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ABSTRACT In this paper, a comprehensive study of the effectiveness of the classical grid and coordinate
models (CMs) in producing the optimal wind farm layout is conducted based on theoretical analyses and
computational experiments. The wind farm layout planning with the grid model (GM) and CM is formulated
as a combinatorial and a continuous optimization problem separately. Theoretical analyses prove that it
is more complicated to solve CM than GM if the solution space of two models is searched exhaustively.
In computational studies, the impact of advanced heuristic search methods on generating optimal wind farm
layouts with GM and CM is analyzed. First, two models are solved with the multi-swarm optimization (MSO)
algorithm, and CM, in general, produces better layouts, because swarm intelligence is inherently continuous
and the flexibility of CM. To further evaluate the importance of selecting an appropriate heuristic search
algorithm, the random key genetic algorithm (RKGA) is introduced to compare with MSO in solving GM.
Results show that GM produces much better wind farm layouts with RKGA, which is inherently combina-
torial. Computational results demonstrate that it is important to match the inherent suitability of heuristic
search algorithms with the type of the layout planning models in the wind farm layout optimization.

INDEX TERMS Wind farm, layout planning, heuristic search, comparative analysis, power maximization.

I. INTRODUCTION

Wind turbines are usually distributed over a broad geograph-
ical area. The upstream turbines of a wind farm produce
wakes affecting downstream turbines [1]. Wind farm layout
design researches aim at generating optimal locations of wind
turbines to minimize the wake effect and maximize the power
output over the life-span of the wind farm.

Studies of the wind farm layout planning are categorized
into two groups. The first group focuses on optimization of
the wind farm layout with GMs. In [2]-[8], the geographical
region of a wind farm is modeled as a grid with a number of
columns and rows. Centers of the grid cells are typically con-
sidered as potential spots for placing wind turbines. The solu-
tion of a GM is a combination of cells with the assigned wind
turbines. Mosetti et al. [2] studied optimizing wind turbine
locations at a site modeled as a 10 x 10 grid. The authors [2]
considered two objectives, the maximization of energy output
and minimization of the installation cost. Grady et al. [3]
investigated the optimization of the wind turbine placement
with GMs for different wind directions. Castro Mora et al. [4]
presented an algorithm for designing a wind farm, including

the layout of wind turbines. The major drawback of the grid
layout approach is in the optimality of obtained solutions.
First, the GM usually locates each wind turbine at the center
of a cell which restricts the layout flexibility. Next, the effec-
tiveness of heuristic search algorithms impacts the quality
of solutions. To improve the flexibility of the grid layout
model, Du Pont and Cagan [5] introduced an extended pattern
search approach for solving GMs, thus allowing for more
flexible placement of wind turbines. Emami and Noghreh [6]
extended the genetic algorithm by incorporating a new coding
approach to solve the GM. Long and Zhang [7] presented a
two-echelon wind farm layout model to improve the flexibil-
ity of GM in the wind farm layout planning. Chen et al. [8]
developed an innovative optimization method based on the
multi-objective genetic algorithm to solve the wind farm
layout model.

The second group of topics focused on optimizing the
wind farm layout with CMs. These models allow the full
freedom of locating wind turbines. In CMs, a wind farm is
represented in Cartesian coordinates, and therefore any x-y
location can be used for placing wind turbines. Since values
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of x and y are continuous, solving the CM is a continuous
optimization problem. Kusiak and Song [9] formulated the
wind farm layout model based on the coordinate system and
proposed an evolutionary strategy algorithm for solving the
model. Saavedra-Moreno et al. [10] introduced a seeding
evolutionary algorithm to solve a CM converted from a GM.
Eroglu and Seckiner [11] examined the ant colony algorithm
in solving the CM. Perez et al. [12] utilized the coordinate
system to model the site of an offshore wind farm and
introduced a mathematical programming approach to solve it.
Chowdhury et al. [13] discussed a CM with multiple types of
wind turbines. According to [9]-[14], the major researches on
CMs have focused on examining the development of solution
algorithms.

The wind farm layout optimization has been independently
studied based on GMs and CMs [1]-[12]. A comprehensive
comparison of the advantages and drawbacks of GM and CM
in planning the wind farm layout is seldom [15]. This research
offers a thorough investigation of the effectiveness of GM and
CM in planning the wind farm layout based on theoretical
analyses and computational experiments. The general GM
and CM are firstly formulated. The wake effect as well as the
uncertainty of the wind speed and direction are considered.
The key model difference is that planning the optimal wind
farm layout with GM and with CM belong to a combinato-
rial and a continuous optimization problem separately. The
theoretical analyses prove that solving CM with exhaustively
searching its solution space is more complicated than solving
GM with the same approach. In computational experiments,
the impact of advanced heuristic search algorithms on pro-
ducing wind farm layouts with GM and CM is analyzed. The
MSO algorithm is firstly applied to solve both GM and CM.
Computational results show that CM solved by MSO gen-
erates better layouts than GM. As the swarm intelligence is
inherently continuous, solving GM with a solution algorithm
which is inherently combinatorial might return better results.
The RKGA algorithm is next applied to solve the GM and
compared with the MSO. Computational results validate that
it is important to choose the suitable solution algorithm based
on characteristics of the optimization model in the wind farm
layout design.

Il. PROBLEM DESCRIPTION

In this section, the wind farm layout planning problem includ-
ing its assumptions, the considered wake loss model and the
wind power generation model is described.

A. BACKGROUND AND ASSUMPTIONS
The following assumptions, A1 — AS, are considered for

simple and general layout design cases:
Al. The power curves of wind turbines are identical and

their power output characteristics are modeled by a
2-parameter logistic function in (1).

0 Vi > Veo, Vi < Vei
eVi
Pi=pQ;) = ~ Vi S Vi < vy (D
a+ beVi
Prnax Ve Vi < Veo
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where P is the power output, Pyax is the rated power, v
is the wind speed, i is the wind turbine index, v, is the
cut-out wind speed, v.; is the cut-in wind speed, v, is
the rated wind speed, and a, b are the parameters of the
logistic function (1).

A2. The geographical region for locating wind turbines is a
plane.

A3. The minimal distance between two adjacent wind
turbines is set to four times of the rotor radius, 4R.

A4. The wind speed v conditioned on direction 6 in the wind
farm follows a Weibull distribution described in (2)
with the scale parameter A and the shape parameter k.

ik =) oo -(2))
A=1(0), k=K (®) 2)

AS5. The wake produced by a wind turbine expands linearly
and forms a conic shape.

B. WAKE EFFECT MODEL

Wind turbines generate wake behind their swept areas as
shown in Fig. 1. The wake weakens the kinetic energy of the
wind at downstream wind turbines which negatively impact
the wind farm power output. Although the elimination of
the wake effect is challenging, given the prevailing wind
direction, it is possible to minimize the wake effect by the
optimal wind farm layout.

FIGURE 1. Jensen’s wake effect model.

To quantify the wake effect in the layout design, the
Jensen’s wake model introduced in [16] is applied. The wake
generated by wind turbine i located at point 7; is modeled as
a conic section. The angle /T;AT; in Fig. 1 identifies turbine j
affected by the wake of turbine i,iandj = 1,2,...,n,i #j.
Given the wind direction, 6, the wake expansion constant, «,
coordinates of turbine i, (x;, y;), and coordinates of turbine j,
(xj, yj), the angle, denoted as f3; j, can be obtained from (3).

Bij = cos™!

(xj — x;)cos 0 + (yj — yi)sin0 + R/k

X
\/(xj —xi + § cos0)2 + 0 —yi+ f{—Q sin )2
3

The distribution of the wind speed at wind turbines affected
by the wake is re-estimated by Kusiak and Song [9]. It is
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demonstrated that only the scale parameter, A'(9), of the
Weibull distribution is impacted. The new A’(9) and new wind
speed of affected wind turbine j is estimated by (4) and (5).

M) = a1 — ), j=1.2.....n “)
n 2
def 1-J1-Cr
VT 2 [ (1 + 5di? ] ®

i=1,i#j, B j<arctan(x)

where Cr is the thrust coefficient constant and d; j describes
the distance between turbine i and j projected on 6
(see Eq. (6)).

dij = |(xi —xj)cos 6 + (y; — yj)sin6| . (©6)

C. WIND POWER GENERATION MODEL
Having computed )\;(9), the expected power output of
turbine j can be obtained by integrating the product of (1)
and (2) over v and 6 as shown in (7). The power output over
[0, v¢;) and [veo, 00) is O because p(v;) = 0 when v; € [0, v¢;)
and [v¢,, 00).

360° v,

E(P)) = / /fa(9)fw(vj', A(0), K'(9))

0 Ve
360° veo

+ //fe(e)fw(vj,)»]/-(9),k/(9))Pmaxd1{/d0 (7
0 v

eVi

a—+ beVi

ded9

The integration in (7) is challenging as the model has a
complex form and the probability distribution function of
0, fo(0), is unknown. Numerical integration is applied to
obtain an approximate value. Let 01, 6, ..., 6}, be the divid-
ing points of the wind direction with the following order,
0 < 6, < < 6p_1 < 360, where 9 = 0° and
6, = 360°. The wind speed interval, [v.;, v,], is divided
by points, vy, va, ..., vs with the order vi < v, < ... <
vs—1 < v,, where vo = v.; and vy = v,. The expected power
output of wind turbine j is approximated as shown in (8).

e(W/*H'VW)/z

h K
EP;) = w, _
( ]) ; § ¢2=:1 a—l—be("w*WW)/Z

K (6 _1+6£)/2)
<e_(”‘“/"f“9¥‘+95)/2)) o

X

, K (O —1+0)/2)
B R T) B )

K (O —1+0£)/2)

P (e—(vr/x;«es_weg)/z))

, K (01 +0¢)/2)
_ (vl 2@t/ )} ®)

IIl. WIND FARM LAYOUT MODELS
In this section, general grid and coordinate wind farm layout
models are separately formulated.

1812

A. GRID MODEL

The geographical region of a wind farm is modeled as a grid
composed of equal size cells. The center of each cell is con-
sidered as the potential spot for locating a wind turbine. Let a
variable, I,y € {0,1},n =1,2,...,.N,m' =1,2,.... M,
denote the decision of selecting cells in row n” and column m’
for locating wind turbines, the GM becomes a combinatorial
optimization model formulated in (9).

The equality constraint in (9) states that the total number
of selected cells should be equal to the total number of wind
turbines. The inequality constraint says that the total number
of cells in the grid needs to be larger than the total number
of wind turbines. To compute E(P,;,,) by (8), centers of the
selected cells are transformed in a set of two dimensional
coordinates, (X,/m’, Yn'm')-

N M
max Z Z Ly E(Pymy)

n=1m'=1

N M
S.t. Z Z Ly =1

n'=1lm'=1

MN >n
Ly €10,1}, 0 ' =1,2,...
)

B. COORDINATE MODEL

The CM is more flexible than the GM. The region for
developing a wind farm is represented by an infinite set of
2-dimensional coordinates. Each coordinate represents for a
potential location of a wind turbine. Let (x;, y;) denote the
position of wind turbine i, i = 1,2, ..., n, x; be the lower
bound of x;, x,, be the upper bound of x;, y; be the lower bound
of y;, and y, be the upper bound of y;, the wind farm layout
planning based on the coordinate system is a continuous
optimization model as expressed in (10).

n
maxZE(Pi)
i=1
st.x+R<x;<x,—R
V+R=<yi<y.,—R
O — )7 + i — y)* = 64R?,  Yi,j i # ]
ij=1,2,....n (10)

In (10), the constraint, (x; — x))> + (y; — y,)* > O64R%,
is applied to guarantee a safe distance, 4R, between wind
turbines i and j. In GM, such safe distance is automatically
satisfied by the appropriate design of cell size.

IV. MODEL ANALYSIS

The advantages and drawbacks of GM and CM in plan-
ning the wind farm layout are theoretically studied in this
section. It is intuitively obvious that GM offers a subset
of solutions of CM and is less flexible in locating wind
turbines. Due to the complexity of both GM and CM, they
have been widely solved with heuristic search algorithms.
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Thus, it is interesting to study the complexity of solving
two models heuristically. To facilitate the theoretical analysis,
the simplest heuristic procedure that all feasible solutions of
two models are exhaustively searched without replication to
obtain the optimal solution is considered. We can prove that
theoretically it is more complicated to solve CM than GM
with the exhaustive search through Lemma 1 — 4:
Lemma 1: The number of feasible solutions for distributing
n wind turbines into an M x N grid is C ](',[N, where n < MN.
Proof: The combination of distributing n wind turbines
intoan M x N grid is equivalent to the combination of select-
ing n out of total MN cells. It is intuitively obvious that the
number of feasible solutions is the number of combinations
without repetitions and orders, which is % =Cyy-
Lemma 2: Given a rectangular wind farm site approxi-
mated as an M’ x N’ matrix containing M’N’ pairs of x-y
coordinates, where M" and N’ are large numbers, and a set of
minimal distance constraints, (x; — xj)2 + (vi — yj)2 > 64R2,
Vi, j, i # j, the number of feasible solutions of CM needs to

be searched is c!
1:[ M'N'=Y3Z) Kj—(i=1)

imal distance constramts indicate mutually exclusive regions
of K; pairs of coordinates, i = 1,2,...,n, infeasible for
locating any other wind turbines after installing the /™ wind
turbine.

Proof: Given a site for planning the wind farm layout
approximating by a set of M'N’ pairs of x-y coordinates,
{(x1,y1), (x1,y2), ..., (xpe7, yN7)}, the assignment of wind
turbines into this site is equivalent to the selection of n out of
M'N’ pairs of x-y coordinates without repetitions. However,
due to the constraint, (x; — xj)2 + (i — yj)2 > 64R2, Vi, J»
i # j, K; pairs of x-y coordinates forming a round region will
be infeasible for assigning next wind turbine after the region
center, (x;, y;), is selected to locate the wind turbine i, shown
as Fig. 2(a).

by assuming that min-

®4R
O-4R

-m

o

— Region covering K pairs of coordinates

Region covering K pairs of coordinates
- N -
infeasible for locating wind turbines

infeasible for locating wind turbines

Region covering K pairs of coordinates Region covering K pairs of coordinates
infeasible for locating wind turbines

infeasible for locating wind turbines
@ g ® g

FIGURE 2. Two scenarios of infeasible regions for locating wind turbines.

The selection order matters because K; pairs of coor-
dinates, i = 1,2,..,n, might not form a full circle. It
is because that the infeasible round regions could over-
lap as shown in Fig. 2(b) and the order impacts the size

of K;. For i = 1, the number of feasible solutions is
C /}/I,N,. For i = 2, the number of feasible solutions is
C/},, N/CM,N/ - For i = 3, the number of feasible
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so.lutlons is CornCorn—k 1CM’N’—I§. —Ky—2 Following
this pattern, it can be 1nferred that when i = n, the number of

feasible solutions is CI%/I’N’CI%/I’N’ Cl

—K]—l M'N'—K|—Ky—2 " """

1—1 M/N/

1
S O T S iy K—(i—1)

Lemma 3: The least number of feasible solutions of
the coordinate model needs to be searched given a

site approximated as M’'N’ pairs of x-y coordinates is
n

[ C/:”/N/*(l?])[(f(ifl)’ where K = max{Kyp, K1, ..., K,—1}
i=1

and the constraint, (x; — xj)2 + (yi — yj)2 > 64R2, indicates
around region covering K pairs of x-y coordinates infeasible
for installing wind turbines, Vi, j, i # j.

Proof: Assume a best case (e.g. Fig. 2(a)) that each con-
straint, (x; — xj)2 + Qi — yj)2 > 64R?, covers an identical and
independent round region containing K pairs of x-y coordi-
nates infeasible for installing any other wind turbines after the

th turbine is placed, Vi, j, i # j, K > max{Ko, Ki,...,K._1},

the number of feasible solution is H M/N, (=K —(i—1)"

Since K > max{Ky, K, ...,K,—1}, C

n

M’N’ (i—DK—(i—1) =

Next, we can obtain that

1 .
I CM’N’ =Gty Vi.
i= l —2j=0 8~ )

HCM/N/ (i—D)K —(i— 1)/1—1 MIN'— ;;(I)I(j—(i—l) < 1 which

proves that ]_[ M,N, (—1K —(i—1) is the least number of

feasible solutlons offered by the coordinate model.

Lemma 4: If M'N’ — (n — 1)K > MN, the total number
of feasible solutions of the coordinate model needs to be
searched in the benchmark heuristic procedure is larger than
that of the grid model.

Proof: The number of feasible solutions of grid and
coordinate models is compared by evaluating (11).

n
CMN

H M/N/ (i—DK—(i—1)

B [MN(MN —1)---(MN — (n — 1))]/n!
T MNM'N' —K —1)---(M'N' —(n— DK — (n— 1))
[MN(MN — 1)---(MN — (n — 1))]

<
= M'NM'N —K—1)---

M'N' —(n— 1K —(n—1))
(11)
MN MN—1 MN —(n—1)
The N = WN-k=I = ' = M N =(n—DK—(n—1)

holds for K > 1. The value K > 1 is obvious because
of the constraint, (x; — xj) + (vi — y,)2 > 64R2, Vi, j,
i # j. In this case, M,N,M(n_l')’Kl)(n 5 < 1 can infer
that [MN (MN —1)---(MN —(n—1))]
M’]\grgM’N’—K—1)---(M’N’—(n—1)K—(n—1))

MN < 1. Therefore, one can conclude that if
l_[ M/N’ —DK—(i—1)
the cond1t1on, M'N’ — (n — 1)K > MN, is met, the total
number of feasible solutions of the CM needs to be searched
is larger than that of the GM.

< 1, which means
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V. MULTI-SWARM OPTIMIZATION ALGORITHM
Exhaustive search is simple but inefficient. In previous stud-
ies, advanced heuristic search algorithms, such as variants of
the genetic algorithm and swarm intelligence, were widely
employed to solve wind farm layout models [1]-[12]. It is
challenging to theoretically analyze their impacts on solving
GM (9) and CM (10) due to the algorithm complexity. Thus,
such analysis is explored through extensive computational
experiments. Based on (9) and (10), it is explicit that solving
GM and CM belong to a constrained combinatorial and a
continuous optimization problem separately since decision
variables in (9) and (10) are binary and continuous. To con-
duct a fair computational experiment, a powerful swarm intel-
ligence, the multi-swarm optimization (MSO) algorithm [17],
is adapted to solve GM and CM.

The MSO algorithm is revised from the classical particle
swarm optimization (PSO) algorithm [18], while the particle
evolution principle remains the same as descripted by (12).

U, = wU;_| + c1ri(Ibesti_; — X;—1) — cora(gbest — x;_1)
X, =%xi-1+U; (12)

where U is a vector of the velocity of a particle, x is a vector
describes the position of a particle, Ibest describes the local
best solution, gbest is the global best solution, i is the index
of search generations, @ is the inertia weight, ¢y, c¢; are
two acceleration constants, as well as 7y, » are randomly
generated from U(0, 1). To update the Ibest and gbest, the
fitness of local and global bests is compared with the fitness
of particles’ positions. If the fitness of a particle’s position
is better, the local and global bests will be replaced by the
particle’s position.

Compared with the PSO, which groups all particles into a
single swarm, particles in MSO form multiple small swarms.
These swarms are continuously regrouped over search itera-
tions to exchange information among swarms. All particles
are grouped into a single swarm to perform the ordinary PSO
search at the end of search iterations. The principle of MSO
offers better diversification during the search process and
prevents the early convergence.

The procedure of MSO includes the following steps:

Step 1 Initialize positions and velocities of s1 x s, par-
ticles given the swarm size, s1, and the number of swarms,
s2. Randomly assign all particles into s swarms.

Step 2 Repeat Steps 2.1 — 2.3 until the number of genera-
tions exceeds 0.9 of the maximal generation, Ny,.

Step 2.1 Evaluate the fitness of all particles and update their
positions and velocities of s, swarms by (12).

Step 2.2 Update Ibest and gbest of s, swarms.

Step 2.3 Regroup swarms if the regrouping condition is
satisfied.

Step 3 Group all particles into a swarm and repeat
Steps 3.1 - 3.2 until Ny, is reached.

Step 3.1 Evaluate the fitness of all particles and update their
positions and velocities by (12).

Step 3.2 Update Ibest and gbest.

1814

Since the MSO is inherently continuous, it cannot directly
solve the GM (9). Thus, the MSO is extended by integrating
the binary PSO introduced by Kennedy and Eberhart [19]
to offer the operation in the binary space and to solve the
GM (9). It uses the concept of velocity as a probability that
a position takes on 1 or 0. Updating the velocity in (12)
remained unchanged. The update of the position is imple-
mented by (13).

vi = W1 +ciri(lbesti | — x;—1) — cara(gbest — x; 1)

0 if rand() = S(vy)
=1 (13)
1 if rand() < S(v))
where S(-) is the sigmoid function for transforming the veloc-
ity into the probability and rand() is an operator randomly
generating numbers from a uniform distribution over [0, 1].
In the discrete version, it appears that v; functions as a
probability threshold.

VI. COMPUTATIONAL STUDIES

The capability of GM and CM in producing optimal wind
farm layouts is examined through computational experi-
ments considering two wind scenarios. Moreover, a variety of
cases are developed based on various wind turbine numbers,
10 — 25, as well as the side length of grid cells ranging from
4.5R to 12.5R. The combinatorial and continuous versions of
MSO are firstly applied to address GM and CM respectively.
As MSO is inherently continuous, the random keys genetic
algorithm (RKGA) [20], which is inherently combinatorial,
is next compared with the MSO in solving GM, which is a
combinatorial optimization problem. Heuristic search algo-
rithms can converge to different local optima over multiple
runs due to the stochasticity in the iterative search. To pro-
vide an overall computational performance, the experiment is
repeatedly implemented five times for each case. The com-
putational results including the maximal power output, the
average power output, and the average running time of five
repetitions of solving GM and CM are reported and analyzed.

A. PARAMETER SETTINGS

The parameters of the wind farm layout and the algorithms
used in this research are fixed as follows for all computational
experiments. The site is a square with a 2000 x 2000 m?
area. The GE1.5-77 turbine with a rated power of 1500 kW
is considered in the layout design. The parameters of the
wind turbine and MSO algorithm are respectively specified
in Tables 1 and 2.

B. COMPUTATIONAL STUDY 1

The wind scenario 1 (WS1) is considered in this section.
In WS1, the wind distribution is relatively simple and the
prevailing wind direction is obvious. The characteristics of
WS are described in Table 3. According to Table 3, the wind
blows predominantly in directions from 75° to 105° with a
probability of 0.8. In experiments of WS1, the number of grid
cells varies from 5 x 5to 11 x 11.
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TABLE 1. Parameter settings of wind turbines.

Param  Explanation Value

z Hub height of WT (m) 80
R Rotor radius of WT (m) 40
Cr Thrust coefficient of WT (1m) 0.8
K Environment constant 0.1
Vei Cut-in speed of WT (m/s) 35
vy Rated speed of WT (m/s) 14
Veo Cut-out speed of WT (m/s) 25

a Parameter of power curve function  6.0268
b Parameter of power curve function  0.0007

TABLE 2. Parameter settings of MSO algorithm.

Param  Explanation Value
S1 Size of a swarm 10
$2 Number of swarm 5
w Inertia weight 0.9
1 Acceleration constant 2
&) Acceleration constant 2

Nuso | Number of iterations 5000

TABLE 3. Wind scenario 1.

i 0 On k ¢ w i 0 Om k c We
0 0 15 2 13 0 12 180 195 2 13 0.01
1 15 30 2 13 001 13 195 210 2 13 0.01
2 30 45 2 13 0.01 14 210 225 2 13 0.01
3 45 60 2 13 001 15 225 240 2 13 0.01
4 60 75 2 13 001 16 240 255 2 13 0.01
5 75 920 2 13 0.2 17 255 270 2 13 0.01
6 90 105 2 13 06 18 270 285 2 13 0.01
7 105 120 2 13 0.01 19 285 300 2 13 0.01
8 120 135 2 13 0.01 20 300 315 2 13 0.01
9 135 150 2 13 0.01 21 315 330 2 13 0.01
10 | 150 165 2 13 0.0l 22 330 345 2 13 0.01
11 165 180 2 13 0.0l 23 345 360 2 13 0

TABLE 4. Maximal power output of GM and CM in WS1 under MSO.

GM
" 5x5 6x6 7x7 8x8 9x9 10x10 11x11 ™
10 | 8700.22 8727.42 8727.63 8727.78 8713.99 8730.45 8723.51 8776.87
11 | 9521.75 9555.63 9577.01 9559.34 9572.54 9590.93 9571.40 9637.20
12 | 10337.61  10397.44  10424.32  10413.61  10413.29  10424.24  10421.06 | 10492.98
13 | 11153.86  11211.21 1124241 1123623  11252.88  11278.63  11261.22 | 11339.98
14 | 11967.73  12028.94  12110.45 12069.73  12084.38  12107.94  12107.06 | 12208.81
15 | 12779.91  12871.37  12880.30  12892.85  12923.26  12954.55  12927.65 | 13044.28
16 | 1394296  13659.67 13718.01  13702.94  13712.44  13746.60  13756.78 | 13864.40
17 | 14206.20  14467.49  14499.16  14476.23  14548.12  14594.69  14552.99 | 14676.04

18 15237.86  15309.07  15293.33  15320.82 1537531  15370.62 | 15538.33
19 16026.24  16107.46  16082.79  16129.60  16173.50  16174.31 [ 16333.31
20 16750.55  16878.83  16821.58  16930.16  16956.53  17019.27 | 17144.45
21 17473.76  17628.92  17624.12  17689.99 1774223  17783.35 | 17980.63
22 1819429  18371.40  18355.12 1849496  18487.13  18531.56 | 18765.76
23 18913.38  19106.78  19116.07  19205.87  19297.03  19337.17 | 19549.28
24 1962599  19828.35  19852.27  19969.08  20048.98  20070.78 | 20402.49
25 20289.62  20583.09 2057231 20742.62  20908.20  20836.64 | 2113238

The computational results of solving GM and CM with
different wind turbine numbers and grid designs are presented
in Tables 4 — 6. In Table 4, it is observable that the maximal
and average power output of CM is better than the best one of
GM for all cases. The advantage of CM is more obvious with
increasing the number of the wind turbines, e.g.,n = 19 - 25.
It is because that CM allows more flexible layout design and
the MSO algorithm is inherently continuous.

In Table 6, since GM and CM are solved by the same
algorithm, MSQO, their computational time is close. Solving
GM is slightly more computationally intensive than solving
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TABLE 5. Average power output of GM and CM in WS1 under MSO.

GM
" 5x5 6x6 7x7 8x8 9x9 10x10 11x11 M
10 [ 8697.56 8714.93 8726.38 8716.70 8713.81 8730.45 8718.07 8769.11
11 | 9520.76 9547.23 9571.30 9559.01 9568.10 9586.24 9569.75 9622.98
12 | 10337.54  10386.14  10421.73  10404.31  10406.53  10418.60  10413.83 | 10480.20
13 | 1115339 1121121 11242.27 1122821 1124830  11278.63  11256.02 | 11326.11
14 | 11967.73  12021.53  12082.17  12069.73  12072.22  12101.28  12090.54 | 12172.07
15 | 1277991 1287137  12872.78 1288638 12907.28  12928.18  12925.04 | 13008.44
16 | 1358298  13648.78  13697.48 1369588 1371244  13746.60  13734.66 | 13838.19
17 | 1420620 1445138  14471.66  14466.40 1452479  14563.88 1454491 14659.24

18 15205.6 15283.68  15258.16  15320.82  15357.36  15360.27 | 15483.97
19 16004.10  16107.46  16059.22  16109.65  16155.16  16149.46 | 16301.67
20 1674590  16862.76  16811.96  16899.52  16947.55  16961.66 | 17121.71
21 1747193 1759482 17624.12  17647.21 17742.23  17783.35 | 17929.30
22 18192.93 1831592 1833235 18431.26  18487.13  18508.02 | 18726.23
23 18911.62  19088.53  19084.97  19174.15  19239.20  19300.03 | 19507.46
24 19622.87  19819.76  19848.28  19911.88  20018.54  20051.51 | 20308.63
25 20289.14  20562.37  20528.73  20659.15  20826.55  20836.64 | 21082.86

TABLE 6. Average running time of GM and CM in WS1 under MSO.

GM
" 5x5 6x6 7x7 8x8 9x9 10x10 11x11 oM
10 | 768.16 763.30 757.95 763.31 763.01 766.28 767.95 713.75
11 | 834.60 876.56 842.89 841.60 844.69 845.05 845.06 785.86
12 | 922.77 927.63 917.11 919.39 920.63 921.36 920.13 857.58
13 | 988.65 989.92 984.93 990.33 999.91 988.56 995.12 944.87
14 | 1058.02  1060.05  1059.62 1064.06  1067.87 1073.01  1069.75 | 1010.52
15 | 115036 115227 115129 115419 115526  1156.13  1156.83 | 1088.54
16 | 1241.12  1239.55 123843 123887 124246 1236.99  1228.76 | 1168.87
17 | 1315.10 1316.88 1317.02 1319.16 132226  1323.31 1325.25 | 1251.34

18 1405.11  1405.32  1388.67 140936  1410.79  1412.69 | 1336.90
19 1496.61  1496.26  1498.78  1502.14 1501.45 1502.46 | 1421.78
20 1588.99 161292 1566.33  1602.14  1593.61 1597.70 | 1513.64
21 1683.06  1682.91 1683.95 1685.17 1687.53  1685.68 | 1590.41
22 1778.44  1783.18 178298 1787.44 1769.75 1770.44 | 1696.12
23 1871.53  1857.02  1866.47 1872.83  1880.78  1846.48 | 1783.51
24 1941.79  1968.12  1972.65 1953.22 1952.84 1953.25 | 1887.71
25 204831 2049.11 2048.76  2047.65 205548  2056.45 | 1973.55

CM with MSO because the update of the particle’s position
in the discrete MSO requires extra operations.

Moreover, as shown in Tables 3 and 4, when wind turbine
number is low, the power output slightly decreases with the
increase of grid cells, e.g., n = 10, 11 and 12. It is because
that the heuristic algorithm is trapped by the local optimum.
Thus, it is valuable to choose the appropriate grid number to
provide the best performance of solving GM with MSO.

10
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(a) (b)

FIGURE 3. Best layout of GM and CM with n = 13 in WS1 under MSO.
(a) GM. (b) CM.

When the number of wind turbines is low, such as, n = 13
in Fig. 3, locations of wind turbines produced by both of
GM and CM can indicate the predominant wind direction.
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TABLE 9. Average power output of GM and CM in WS2 under MSO.
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FIGURE 4. Best layout of GM and CM with n = 25 in WS1 under MSO.
(a) GM. (b) CM.

When the number of wind turbines is larger, such as n = 25 in
Fig. 4, the predominant wind direction becomes less obvious.
Compared with the layout offered by GM, wind turbines in
layout of CM stayed far away from their neighbors. Such
observation indicates that CM solved MSO can offer more
meaningful layout.

C. COMPUTATIONAL STUDY 2
This section discusses computational experiments based on
the wind scenario 2 (WS2). In WS2, the predominant wind

direction covers a wider range than that of WS1, such as, from
120° to 225°. The details of WS2 are presented in Table 7.

GM
"] sxs 66 %7 8x8 09 10x10 111 | M

10 | 4115.09 4131.09 413494  4120.36 4116.57 412231 4121.40 | 4178.82
11 | 4507.11 4498381 4524.39  4493.24  4506.50 4507.79  4517.39 | 4568.73
12 | 4880.07 4884.16 4906.84  4889.57 4883.90  4889.91 4888.78 | 4936.10
13 | 5242.15 524875 5270.58 5251.88 5264.49 5259.23  5280.22 | 5324.96
14 | 5600.81 5612.85 5632.09 5605.16 5618.61 5677.36  5631.29 | 5685.17
15 | 5952.71 5968.21 5997.38 5983.52 5998.11 5992.52  5966.44 | 6061.51
16 | 6263.19 6330.28 6355.26 6310.35 6325.89 6337.28 6339.58 | 6439.71
17 | 6572.55 6660.85 6712.54 6645.61 6694.60 6715.02 6676.70 | 6762.99
18 7033.42 7012.45 6999.39 7037.27 7025.61 7031.74 | 7118.46
19 7356.18 7390.01 7310.90 7362.18 7364.92 7339.85 | 7464.07
20 7684.46 7698.73 7657.71 7676.61 7697.41 7679.24 | 7778.60
21 7985.05 8067.46  7943.54 8022.26 8080.44 7964.71 | 8114.43
22 8283.73 8355.29 8296.32 8309.54 8342.18 8314.96 | 8441.17
23 8568.03 8698.11 8558.33 8623.85 8657.61 8614.45 | 8759.22
24 8859.96  9026.24 8905.27 8955.89  8968.71 9109.82 | 9058.82
25 9153.66  9296.15 9137.67 9220.40 9297.22  9240.64 | 9393.17

is almost the same as the WS1, it is not specified here. Based
on results, the performance of CM is still better than GM in
most cases, except n = 24, and the difference becomes more
significant with increasing the number of wind turbines. Yet,
the advantage of CM is less obvious in WS2 than WS1.

In WS2, the 7 x 7 grid is usually chosen as the best grid
for GM. It is because that the predominant wind direction of
WS2 covers a wide range. It makes the heuristic algorithm
prefer a larger size grid where wind turbines stay far away
from each other in all directions.

7 2000 g .
TABLE 7. Wind scenario 2. 6 " " "
- L] .
1500 (=
i 0; On k¢ W i 0; 0 k ¢ W 5
0] 0 15 2 7 00003 | 12 | 180 195 2 10  0.1909 4 * " . .
1|15 30 2 5 00072 | 13 | 195 210 2 85 0.1162
2030 45 2 5 00237 | 14 | 210 225 2 85 0.0793 . = | 1000 .
3045 60 2 5 00242 | 15 | 225 240 2 65  0.0082 3
4060 75 2 5 00222 | 16 | 240 255 2 46  0.0041 . .
5 75 90 2 4 0.0301 17 255 270 2 2.6 0.0008 2 500 -
6| 90 105 2 5 00397 | 18 | 270 285 2 8  0.0010 . .
71105 120 2 6 00268 | 19 | 285 300 2 5  0.0005 | -
8 | 120 135 2 7 0.0626 | 20 | 300 315 2 64 00013 . - .
9 | 135 150 2 7 00801 | 21 | 315 330 2 52  0.0031 0 olm
10 | 150 165 2 8 01025 | 22 | 330 345 2 45  0.0085 0 1 2 3 4 5 7 0 500 1000 1500 2000
11 ] 165 180 2 95 01445 | 23 | 345 360 2 39 00222
(@ (b)
FIGURE 5. Best layout of GM and CM with n = 13 in WS2 under MSO.
(a) GM. (b) CM.
TABLE 8. Maximal power output of GM and CM in WS2 under MSO.
. GM o e . .| 2, L
5x5 6x6 7x7 8x8 9x9  10x10__ 11x11 o o - . ", .
10 | 412504 4131.09 4140.61 412431 412724 413908 413123 | 418538 8 .
11 | 451603 450284 4548.07 4507.74 451248 452255  4532.67 | 458736 7 " " 15001 .
12 | 488286 490843 4906.87 4896.09 4883.90 4918.40 4904.96 | 4965.44 . . . .
13 | 524224 526515 5284.65 5269.14 5269.17 526640 5280.22 | 5349.02 - . . .
14 | 560081 562446 564057 562328 5628.77 567736 564532 | 5711.40 St . 1000 - .
15 | 595271 598875 604832  6012.18 6006.81 6017.69 5993.69 | 6077.03 4 " .
16 | 6263.19 634627 6405.68 634223  6347.25  6362.73  6382.17 | 6453.62 3 . . . . .
17 | 657255 667147 675145 669727 6694.60 673570  6688.78 | 6796.83 = | 500 . .
18 705852 704024  7029.76 705390 7037.58  7050.45 | 7143.01 2 . . . . .
19 7369.13  7430.89  7359.97 737959  7430.6  7358.00 | 7498.56 1
20 769177 772023 767639 772519 773176 7689.95 | 7793.25 o . . . ol_® . . .
21 7992.83  8067.46  7990.85 8053.11  8090.64 7986.92 | 8137.87 0 1 2 3 45 78 10 500 1000 1500 2000
22 8288.07 8360.49 829632 833031 835672 8355.17 | 8458.00 (a) (b)
23 867324 8747.53 8661.60 8633.89 870282 8640.11 | 8803.65
24 8867.81 9033.72 8939.50 8955.80  8990.85 9258.26 | 9083.17 FIGURE 6. Best layout of GM and CM with n = 25 in WS2 under MSO.
25 915446 932173 915646 9282.10  9348.31 924632 | 944524 (a) GM. (b) CM.

The computational results of various cases in WS2 are
reported in Tables 8 — 9. Since the computational time in WS2
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The best wind farm layouts produced by two models with
n = 13 and 25 are shown in Figs. 5 and 6. When n = 13,
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both of the layouts of GM and CM can indicate the
predominant wind direction. When n = 25, both of GM and
CM layouts intend to evenly allocate wind turbines over the
space.

Based on the results in WS1 and WS2, the CM obtains
the better performance than GM with the MSO algorithm.
Besides the flexibility of CM, the MSO, which is inherently
continuous, can also impact the quality of solutions obtained
by solving the GM, which is a combinatorial optimization
problem. Thus, the inherent suitability of heuristic algorithms
can influence the solution quality of the same model and it
will be explored in the next section.

D. COMPUTATIONAL STUDY 3

In previous studies [2], [3], [6] considering GM in the wind
farm layout design, the genetic algorithm (GA) was com-
monly considered. Here, an improved GA algorithm, the
RKGA, is employed to compare with the discrete MSO in
solving the GM.

The RKGA introduced random keys to ingeniously main-
tain solution feasibility over search iterations. In RKGA, ran-
dom keys, which are usually random number generated from
the [0, 1] uniform distribution, replaces binary variables in
the generic GA to form the solution. A decoder next converts
random keys to binary values. In the decoder, values in the
random keys space are mapped with values in the literal space
for the fitness evaluation.

TABLE 10. Parameter settings of RKGA algorithm.

and the number of variables = 0 is MN — n. The decoder
converts the n largest random keys to 1 and the left random
keys to 0 to automatically guarantee the solution feasibility.
Table 10 describes the detailed parameter settings of the
RKGA algorithm.

In Tables 11 — 13, computational results of the RKGA in
WS are presented. According to results of Tables 11 — 12,
the RKGA has better performance than MSO in solving GM.
In addition, the results are even better than those of the CM.
Such observation indicates that selecting the suitable heuristic
algorithm can boost the performance of models.

TABLE 12. Average power output of GM in WS1 under RKGA.

Param Value
Size of parent set 50
Size of offspring set 150
Size of mutation set 25
Crossover probability = 0.5
Number of iterations 150

TABLE 11. Maximal power output of GM in WS1 under RKGA.

i GM
5%5 6x6 77 8x8 9x9 10x10 11x11

10 | 8760.98 874435 8739.03 8748.50 8737.09 8733.22 8736.39
11 | 9597.69 9607.12 9575.23 9578.36 9595558 9595.67 9528.22
12 | 10434.40  10434.02 10413.85  10397.22 10403.55 10407.81 10423.16
13 | 11271.11 11243.23 11201.13  11223.14  11284.19  11267.11 11192.28
14 | 12095.86  12075.72 12027.10  12056.02 12105.98 12060.08 12027.61
15 | 12920.61 12907.49  12810.66  12874.32  12927.35  12869.95 12792.09
16 | 12807.52  13722.25  13630.33 13690.56  13710.00  13665.19 13620.78
17 | 12694.43 14531.39  14383.98 1445035  14680.08  14470.13 14256.29
18 15317.06  15456.02  15439.09 15521.67  15542.20 15539.18
19 16037.00  16279.90  16245.02  16328.13 16373.99  16385.24
20 16760.01 17067.77  17037.02 17135.98  17200.05 17192.89
21 17477.98 17862.53 17818.16  17989.61 18020.04  18025.20
22 18198.61 18650.34  18710.08  18715.23 18792.98  18894.67
23 18916.11 19385.95 19373.21 19515.35 19600.09  19663.10
24 19631.96  20105.86 2013091  20280.36  20427.32  20463.98
25 20287.12  20860.60 2091035  21065.45  21187.14  21239.73

GM
i 5%5 6%6 7%7 8x8 9x9 10x10 1111
10 | 876098  8740.12  8703.66 873246 872893 871782 870536
11| 9597.69  9589.32  9553.07  9560.00 958489  9569.41 951321
12 | 1043440 1042022 1039498 1038723 1040040  10394.04  10388.41
13| 1127011 11243.23 11183.02 1122000 1123407  11225.19  [1140.12
14| 1209586 1207323 12010.96  12030.81 1208294  12020.97 1190023
15| 1292061  12903.28 1278845  12855.14 1289591  12790.32  12730.96
16 | 1280752 1372225 1357513 1365371  13661.07  13560.35  13385.27
17 | 1269443 1453128 14299.60  14379.06 1461695  14318.34  14155.88
18 1531047 1545592 1543376 1551077  15530.01  15517.23
19 16033.92 1627227 1623517 1631131  16355.09 1635091
20 16759.06 1705510 17026.50 1711275 1717952 17185.69
21 1747697 17853.01 1779487 1791196  17989.07  18015.03
2 18193.03  18639.99  18597.38  18688.14  18783.62  18848.44
23 18912.09  19378.65  19351.94  19484.19  19587.71  19641.70
24 1962934 2009015 20121.76 2027244 2029533  20413.99
25 2028637 2083540 2087832 2103575 2116132  21200.90
TABLE 13. Average running time of GM in WS1 under RKGA.
GM
" 5x5 6x6 7x7 8x8 9x9 10x10  11x11
10 | 8698 8790  89.62 8916  90.19 9118 9277
11| 9492 9581 9756 9726  97.69  99.87  101.14
12| 10345 103.60 10525 10494 10654  107.80  109.33
13| 11227 11260 11412 11422 11532 11573  117.14
14| 12103 12297 12209 12283 12327 12417 12644
15| 12930 13071 13137 13175 13283 13414 13503
16 | 13811 13879 14043 14043 14222 14373 14349
17| 14757 14802 14995 14952  150.56  151.96  154.09
18 15928  160.56 15936 16112 16257  163.88
19 16879 17054 16942  170.17 17143 17326
20 179.59 18007 18039  180.02  181.61 18285
21 18887  189.63  189.99  190.52 19248  194.96
22 19989  199.99 20053 20179 20237  204.67
23 21001 21098 211.84 21281 21514 21621
24 22210 22232 22374 223.86 22435 22737
25 232.89 23351 23390  235.16  236.08  238.11

In Table 13, itis obvious that the RKGA is much more com-
putationally efficient than the discrete MSO. The RKGA can
quickly converge to the optimal solution in a small number of
iterations as it is inherently combinatorial.

Fig. 7 shows the best layout of GM when n
25. Compared with previous experiment results, the

n =

= 13 and

The stopping criterion in this paper is the number of iter-
ations. The decoder is a direct mapping between the random
keys and the binary solution. Since the number of turbines
is n, the number of variables = 1 in one solution is »n

VOLUME 5, 2017

RKGA can provide better layouts clearly indicating the pre-
dominant wind direction. When n = 13, the layout presents
an explicit shape of three lines. When n = 12, most wind
turbines are located in two lines. It is clear to show the
advantage of RKGA in solving GM from the quality of model
solutions.
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FIGURE 7. Best layout of GM with n = 13 and 25 in WS1 under RKGA.
(@) n=13.(b) n = 25.
VII. CONCLUSION
This research assessed the effectiveness of GM and CM
for the wind farm layout design. The formulations of grid
and coordinate wind farm layout models were presented.
The computational complexity of solving GM and CM with
the exhaustive search was theoretically analyzed. Computa-
tional studies were conducted to examine the impact of more
advanced heuristic search algorithms on solving two models.
To compare the performances of GM and CM, the MSO algo-
rithm was applied. To evaluate the importance of selecting
correct algorithms, the RKGA was compared with MSO algo-
rithm in solving GM. Case studies based on different wind
scenarios were investigated and the results were reported.
Through the theoretical analyses, we proved that solving
CM is more complicated than GM with the exhaustive search.
Based on computational results of different cases in wind
scenarios 1 and 2, the following insights were discovered:
1) the performance of CM was better than GM on maximiz-
ing the power output and computational time in most cases
under MSO. Besides the flexibility of CM, the MSO, which
is inherently continuous, is more suitable for solving the
continuous problem than the combinational problem; 2) when
the number of wind turbines was low, the optimal solutions
were not unique and easy to be searched for both of GM
and CM; 3) an extremely large number of grid cells might
affect the quality of the generated wind farm layout based
on GM because the pool of feasible solutions expanded and
the effectiveness of heuristic algorithms degraded; 4) it was
important to match the inherent suitability of heuristic search
algorithms with the type of the layout planning models.
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